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1. Introduction. An increasing homeomorphism/of the real line/R onto itself is called 
K-quasisymmetric (A'-qs), if

_L<
К f(x)-f(x-t) 0)

holds for x eft, f * 0. A function is quasisymmetric (qs) if it is K-qs for some K. Qs func
tions are exactly the boundary values ol those quasiconformal mappings of the upper half 
plane onto itself that fix the point at infinity (1 ].

We write

N(K}={f '. f aK-V, /(0) = 0. /(l)=lj .

/V0(K) = {/: /isA’-qs, /( —1) = -l,/(I)=lj , 

introducing thus two normalizations for qs functions. We defin« 

A/(x.A) = sup {/(x): /e/V(K)j .

m(x.K)=inf {/(*): P=JV(K)j .
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We define similarly M0(x, K) and m0(x, K) for the classV0(A) and note that sup (inf) can 
be replaced by max (min), since N (K) and N0(K) are compact [ 1J.

If f is qs, we write 

<?(/)“ inf {a : f isA-qsJ 

and note that f ist/(/)-qs.
Let and S2 be adjacent line segments, and let | S 1 be the length of S. For c > 1, 

K > 1 there is a number Q such that

1— < 
<2

!/№)!

l/(-S2)l
<G (1.2)

whenever / is A-qs and 1/c < 1 Sj | /1 S2 | < c. We denote the infimum of such numbers 
Q by q (c, K) and note that (1.2) remains valid for Q = q (c, K).

Our first result shows the connection between these concepts.
Theorem 1. We have

q(c,K) + 1 = M(c + \,K) 13)

ana

<7(Pi.Pj)=sup {</(/, o/,): ft is p/-qs,f = 1.2} . (1.4)

The functions M (x, K) and m (x, K) are related for x > 1, as our next result shows. 
Theorem 2. Assume that x > 1 and y > 1. Then 1/x + l/y = 1 if and only if

l/M(x,A) + \/m(y,K) = 1 . (1.5)

Moreover, (x-l)(y-l) = 4i/ and only if

(A/0(x, A) — 1) (/7i0(y, A) - 1) = 4. (1.6)

It seems to be of interest to obtain good bounds for M (x, K) and m (x, K), particularly 
in view of Theorem 1. Kelingos proved that for x > 1 (3. Theorem 1 ], M (x. A) < (2 x)a 
and m (x, K}> (x/2)b where a = log2(A + 1) and b = log2(l + 1/A). This together with 
Theorem 1 shows e.g. that log2 (<7 (c, A') + 1) < (1 + log2 (c + 1)) log2 (A' + 1), 
log2 (q (fi 0/1) 4- I) < (1 + log2 (q(J\) + 1)) log2 (<?( /2) + 1). This is already better 
than the estimate for q (/2 o/,) obtained by using quasiconformal extensions of ft and 
f2, namely (cf. [3]) log q (/2 o/,) < (const.) q ( fi) q ( /2).

We will sharpen the above bounds for M (x, A) and m (x, A'), and among other things 
we will show (improving the above a and b) that the correct exponent is the exponent 
a la> 1 for M, 0 < a < 1 for m) such that q (ga) = K, wherega (x) = | x |“ signx. The
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functions ga were studied by Beurling and AhJofors in [1]. Since the precise statement 
of our results needs some preparation, we postpone it until the appropriate sections.

Finally we prove a result needed in [2l.
Theorem 3. For ever)’ K > 1. the functions M(x, K\ m(x, K) andq(c, K)are continuous.
2. Proof of Theorems 1 and 2. We recall [3] that if f is qs, if Lf (/ - 1, 2) are linear 

and ifg (x) = -/( - x), then<j(/) = <?(£) = (M o/9£j)-
2.1. Proof of Theorem l.Let S, and St be adjacent line segments with 1/c < 

< | Si | / 1 S, 1 < c, c>l.Vie can assume that the shorter of 5, and S,, say Si, is (0,1 ], 
and that S, is [1,2 + 1 ], 2 < c, since this can be achieved by using linear transformations. 
It is easy to see that when we are looking for the maximum of | / (S,) | / | / (St) I, we 

can assume that the longer of S, and St is mapped onto the longer of/(5t) and/(S2).
Since now |/(S,) | / i/(S1) I = /(£ + 1)—l,£<c, we deduce q(c.K)<M(c+ 1, JC)—I. 

On the other hand, ifS| = (0,1J.S, = [l,c+ 1] and iffGN(K) is such that/(c + 1) = 
= M (c + 1, A). then q (c. K) > 1 f(S2) I /1 f(St) I = M (c + 1, K) - 1. This gives (1.3).

To prove (1.4), we define

/,(x) = x. x<l,

/,(x)= 1 +p,(x —1), x> 1.

Then q (/,) = p,. Let/, €JV(p,) be such that

/,(p,+l)~A/(p,+l,p,). (2.1)

Then with/ = /, o/,, we have by (1.3) and (2.1),

<?(/)> /(1)z7(o)~= Zl(Pl + ,)_1 =

Hence the right hand side of (1.4) is at least equal to q (p,, p,).
On the other hand, if// is p/-qs, /=1,2, and if S, and S, are adjacent segments of

equal length, then

I l/.№)l
— < -------------< p,,
P, l/.(5,)l

so that by the definition of q (c, K), we have

1

q (Pi .Pi)
< I A(/.($,)) I 

l/a(/i№)) I
< q (Pi.Pa)-

Hence </(/, o/,)<</(p,,p,). Theorem 1 is proved.
2.2. Proof of Theorem 2. Assume first that 1/x + 1/y = 1, x, y > 1. If /£ N (K),

we define £,(/) = (! “ x) t + x, £,(/) = (1 - z) t + Z, where 1/z + l//(x) = 1. If
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g = Ltofo Llt then g€.N(K) and g (y) = z. For J\x) = M (x, K), we obtain m(y,K}< 
<g(y) = z, hence 1/m (y, K) + 1 /M (x, K) > 1. Next we interchange x and y and choose 
f so that f (y) = m (y, K). ThenM(x, K)>g (x) = z, where 1/z + 1/m (y, K) = 1. Hence 
1/m (y, AO + 1/M(x, K) < 1. Thus 1/m (y, K) + l/M (x,K)=l.

On the other hand, assume that (1.5) holds. Let z be such that 1/z + l/y = 1. Then by 
the first part of Theorem 2, we have l/M (z, K) + 1/m (y, K) = 1. Since (1.5) holds and 
since M (x, K) is strictly increasing, we must have z = x.

Next we note that /0 e ^o(K) if and only if f&N (K), where

/M = « {/o(2x-l)+lj , (2.2)

/<>(*) = 2/ {fc(x+l)j -1. (2.3)

Therefore

M(x,A0 = H {m0(2x-1,AC)+l] , (2.4)

M„(x, K) = 2 M (% (x + 1),K) - 1, (2.5)

and similar equations are true for m (x, K) and m0(x, K). Now (1.6) follows from (1.5) 
by using these relations. Theorem 2 is proved.

Remark. The values of M (x, K) for x > 1 naturally determine M (x, K) and m (x, AC) 
for x < 1. Using linear transformations as in the proof of Theorem 2 we can deduce

M (x, AC) = 1/m (1 /x. K). 0 < x < 1 , (2.6)

m (x, AC) = 1/M (1/x, AC), 0 < x < 1 , (2.7)

and

M(x, AC) = 1 —m (1 —x, AC), x<0 , (2.8)

m(x, AC) = 1-M(l-x, AC), x<0 . (2.9)

Similar results are true for M0(x, K) and m0(x, AC).
3. Estimates for M0(x, AC) and m0(x, AC). In the rest of the paper, the normalization

/ (- 1) = — 1, /(1) = 1 is morecomsnient.so that we will consider only M0(x, AO and 
m0(x, K). If not otherwise mentioned, AC will be fixed but arbitrary, and we often write 
M0(x) and m0(x) instead of M0(x, AC) and m0(x, AO- By using (2.4), the reader can 
obtain the corresponding results for M (x, AC) and m (x, AO-

The correct orders of magnitude of M0(x) and m0(x) are given for suitable a by the 
functions

ga(x) = |x 1“ signx (3.1)
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Beurling and Ahlfors [1, p. 132-134] studied these functions and proved the following 
result.

Lemma 1. The map ga is qs for a > 0, and q (gQ) - Ka is determined as follows. Let 
ta be the solution of

(f+l)L"a + (f-l),_“=2, (3.2)

so that I <ta<2. Further set

qa = l(fa + 1)“ - I) [Go - 1)“ + 1] - * = [(ftt + l)/(fa - 1)] * =
(3.3)

= 2(fa + 1)°'* -1.

ThenKa = qafora> 1,Ka - l/qafor0<a< 1,andKx - 1.
The quantity qa is a continuous strictly increasing function of a. Thus if K > 1, the

equation qa = K has exactly one positive root which we denote by a, (A). Similarly the 
equation \/qa = K has exactly one positive root which we denote by aa(A). Thus a! is 
strictly increasing while a5 is strictly decreasing. Further,gat andga, are A-qs.

More precisely, Beurling and Ahlfors showed that for x £ R, t > 0,

Ao ga(x)-ga(x-f)

with equality on the right hand side if t - xta, x> 0, when a > 1, and on the left hand 
side if t = xta, x > 0, a < 1.

The functions ga belong to both N (A) and N0(K). This gives immediately 
Lemma 2.lfx> 1, we have

A/0(x, A)> x“‘<A>

m0(x. A)< x“«(A).

These are (he correct bounds up to multiplicative constants depending on K. We 
proceed to prove

Theorem 4. Suppose.that we have the inequalities 

M0(x)<ctxa>, 0<Xi <x<x3 , (3.5)

and

wio(x)>cjx°», 0<Xj <x<x4 . (3.6)

I)

X,/X1>(f, +l)/(f|-l) = AV<“«-‘>, f, -I.,, (3.7)
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then (3.5) holds for x>xx, and if

X4/X3 > (f, 4- 1)/(G ~ 1) = K*'(1 ‘ h = fc,,

then (3.6) holds for x > x3.
3.1. To prove Theorem 4, we need a lemma. 
Lemma 3. If a, b > 0, then

M0(a + 2b)< KM0(a) + (A + 1)M0(b),

m0(a + 2 2>) > (1/A) m0(a) + (1 + 1/A) /n0(b).

(3.8)

(3.9)

(3.10)

We set x = b, x — t = —a, so that x + t = a + 2b. Then (1.1) shows that for/€jV0(A) 
we have f (a + 2 b)<(K + \)f(b)-Kf(-a). Since f e.N0(K), so does—/(-x). Thus 
f (b) < M0(b) and -/(- a) < A/0(a), so that f(a + 2 b) < (K + 1) A/o(6) + KM0(a). This 
gives (3.9). Similarly f(a + 2b) >(1 + l//Q/(h)—/(—a)/K. and this yields (3.10) and 
completes the proof of Lemma 3. We can now complete the proof of Theorem 4. Assume 
that (3.5) and (3.7) hold. We write p = f, + l,r = p/(/| — 1) and suppose that (3.5) 
holds for Xj < x < x2p", n> 0. This is true for n = 0, so that if we can prove (3.5) for 
Xjp" < x <x2p"* *, it follows by induction that (3.5) holds for x >x(. To do this, pick 
x, x2p” < x < Xjp" * 1, and apply (3.9) with a + 2 b = x and a = x/r. This gives b - 
= x/(f, + 1), and our hypotheses ensure that x, < b = x/p and x, <a <x/p. Thus 
A/0(a) M0(*)<c,*“‘.

We recall that equality holds on the right hand side of (3.4) if a — a!, Ka - K, and 
x = Z>, / = xf 1 = bt,. This gives (for our x)

= (A+ !)&“■ + Aa“‘. (3.11)

On the other hand, Lemma 3 yields

M0(x) = A/0(a + 2 2>)<c,(Aaa> +(1 + K) ba') = c,x“',

by (3.11). Thus (3.5) holds for x > x>. Similarly we deduce that (3.6) remains valid for 
x > x3. This completes the proof of Theorem 4.

Before continuing we note that ta is a strictly increasing function of a. To see this 
we write

x = (f+ I)*'“. >> = (/-1)*'“, 0(i.a) = x+/.

Then if a =#= 1,

1 bd>
--------------— = (t + 1)' “ + (Z -1)' 0 > 0

1 — a dt 
and if <p (t, a) = 2,
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30 x + y x + y
H(l- a)— = - log x+y logy)<---------— log (—— ) = 0,

da 2 2

since x log x is a convex function of x for x > 0. Thus

dt 30 30
— =--------- / — >0.
da 3a dt

Also as was noted by Beurling and Ahlfors [ 1 ], ta tends to 1, V2 ,2 ascends to 0, 1, «• 
respectively. Thus ta increasses strictly from 1 to 2 as a increases from 0 to

4. Estimates for a2(A) and c2(A). We define

c,(A) = sup A/0(x.A)x-“*«> (4.1)
x>i

and

c2(A) = inf ro0(x. A) x* “«<*>. (4.2)
X>1

If x2 > x( > 0, then the supremum (4.1) overxi <x <x2 is certainly finite. It follows 
from" Theorem 4 that (A') < Similarly, c2(K) > 0. Moreover, by Theorem 4 and 
Theorem 3, to be proved in section 6, Ci(A) and c2(K) are attained. Clearly C|(A) > 1 
and c2(K) < 1 (consider x = 1). Now we derive bounds in the opposite direction.

Theorem 5. We have for K>\,

a2(K) log 2 < log (1 + 2/(A -1)]. (4.3)

Further, we have

c2(A)x“«(K) < m0(x, A)< x°«<*>. x> 1 , (4.4)

where c2(K)> 1 /9 for all K, and for K > 3,

c2(A)> A" = 1 + 0 (log A) A" 1 (4.5)

as K
Remark. In fact it can be shown from (3.2) and (3.3) (see also [1, p. 134]) that 

ta, = 1 + a2(A) log 2 + O (a2 log a2). a2 •* 0 » (4.6)

and

a2(A) = 2 (A log 2)’ * + 0 (log A) A* K ■+ (4.7)

It follows from Lemma 1 that A, a • a2(A) and t = ta are related by
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1/A = 2 (r + 1)°* 1 — 1 (4.8)

and

(f+l),"“+(r-l),‘“ = 2. (4.9)

This gives

2K/(K + 1)'+ { [2K/(K + 1)1,,<l" — 2 } *'“ = 2, (4.10)

or

[2K/(K + l)lw<,’“)=2 + [2 l(K + 1)] u(l •“), (4.11)

which implies

(2 A/(A + 1)] *y(' • “> <(2* ■ “ + 2/(A + I))** ’

i.e.

(K-\)I(K+ 1) < 2“°.

This yields (4.3)
Lemma 2 and (4.2) yield (4.4). To prove the estimate for c2(K), we first note that if 

a = then by (4.9), I ~ 5/4, and by (4.8), K ■=> 3. For 1 < K < 3, wc thus have

since t increases with a2 and so with l/K, as wc noted at the end of section 3. 
Thus, by Theorem 4,

Cj(K) = inf zw0(x)jc‘“ > 9" “ > 1/9 .
1<X<9

If K > 3 it follows from Theorem 4 that

c2{K) = inf m0(x)x-“> K~2a,
i<x*iK ' *

since 0 < a < 'A. Using (4.3) we deduce that

iogc,(A)> - 2 (log 2)' 1 (log A) log |(A + 1)/(A - !)) .

Also for A >3,
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K log [(A + 1 )/(K - 1)1 = (1 IK- 1) log [(1 + A" »)/(1 - K- ‘)] < 3 log2 .

Therefore

Cj(A) > exp { - 6 (log K}/K j > exp (- 2 log 3) = 1 /9 ,

which gives (4.5) and shows that 1/9 < c2(K) < 1 for K > 1. This proves Theorem 5. 
For later use we apply (3.10) with a = b to obtain m0(3 a)> (1 + 2/K} m0(a). Since

m0( 1) = 1, we get by induction

m0(3")>(l + 2/A)". n>0, (4.12)

Taking n = 1 and applying Lemma 2 withx = 3 we deduce that

a2(A) log 3 > log (1 + 2/A).

5. Estimates for a, (A) and ft(A). First we prove a result analogous to Theorem 5.
Theorem 6. H'e have

0<o,(A) - log((3/2XA ♦ 1 )J/log 3 < log ( 

<log2/log 27 <0.211 .

Moreover, we hare for x> Vi.

Xa,(K><.l/0(x, A) < c,(A)x° > <* *.

where

c,(A)<2A + l .

Remark. As A -» we have

cr,(A) log 3 = log A + a + O (l)/log A

where a = log 3 - (2/3) log 2 = 0.6365...
It was proved in [1, p. 133] that \/2 < 

satisfied if x2/X| > (\/2 + 1) / (\/2 ~ 1) 
Suppose that x, = Vi.Xj =3. We take a

Since Mo( 1) = 1, induction gives 

MO(3")<(2A+ 1)". n>0.

Taking« = I and applying Lemma 2 with

A/(A + l)]/(3 log3)<
(5.1)

(5.2)

(5.3)

(5.4)

< 2, f = ro, a = a, (A). Thus (3.7) is certainly 
= 3 + 2>/2 =«5.83.
■ b in (3.9) to obtain A/O(3a)<(2 A + J )A/0(fl)

(5.5)

= 3 we get
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at(Af)< log(2X + 1)/log 3 . (5.6)

Thus for %<x<\,

M0(x)x-a<2a<(2K+ I)*08 2/log3,

while for 1 <x < 3,M0(x)x" “ <Mo(3) < 2 K + 1. Thus (3.5) holds for <x< 3 with 
c, = 2 K + I and so for x > H. This proves (5.2) subject to (5.3).

It remains to prove (5.1). By Lemma 1, K, t and a are related by (f + l)*"“ + (/ — 
— I)1"“ = 2 and AT = 2(f + 1)“” * — 1. Eliminating t we get 

2/(AT+l) + {[2/(/r+l)]v(*r“)-2] ‘-“=2

or

[2/(K+l)],z<*_o)-2+ (2Jf/(K+ l)]1/(*'o)<3, (5.7)

since a> 1. Thus a > 1 + log [% (K + 1)] /log 3, which is the left hand inequality in (5.1). 
On the other hand (5.7) yields [2/(K + 1)J ‘'t* ' “> > 3 (2 K/(K + 1)) ,/3(' ' since

0 < x < 1 implies 3 x1/3 < 2 + x. This gives the second inequality (5.1) and completes 

the proof of Theorem 6.
The equation (5.4) follows from a more detailed investigation of (5.7) when K is large. 
We also note that log (f + 1) = log £ M (K + 1) J / (a — 1). Here the left hand side

increases strictly from log (1 + \/2 ) to log 3 as K increases from 1 to 
5.1. We sharpen (5.3) for large K.
Theorem 7. We have

log 4 < lim inf
K

c, (AT) log log/f

K

c, (AC) log log AC 
< hm sup ---------------------------

A K
< log 9. (5.8)

We have seen that

sup M0(x)x_“<c,(AC)<
i <xo

sup Af„(x)x'“, (5.9)

where a = a» (AC). We choose log x = (log K)~ p, where p > 1, and takey > 1 so that 
(x — 1) (y — 1) = 4. Then y — 1 ~4(log/Qp asAC-+°°. Now Theorem 5 yields log m0(y) <
< aa log y < (1 +o (1))/) aj log log K < (1 + o(l)) p £ 2/(K log 2) ] log log K. 
Thus by Theorem 2, A/0(x) - 1 = 4/(m0O) - 1) > (1 + o (1)) (log 4) A?/(p log log A).

On the other hand, log (x°) = a log x = 0 (log K)*'p = o (1), since p > 1. Thus for . 
this particular x, A/0(x)x' “ >(1 + o (1)) (log 4) K /(plog log AC). Since p was arbitrary, 
we obtain the left hand inequality in (5.8).

Next ifO<p< 1,0 < log x < (log K)~ p, and if (x — l)(y — 1) = 4, then y>(4 +
+ o (1)) (log Ky. Thus (4.12) gives log m0(y) > (1 + o (1)) log (1 + 2/AQlogy/log 3 >
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> (1 + o (1)) 2 P (log log K) I (A log 3). Thus ltf0 (x) - 1 = 4 / (m0 O’) - 1) <
< (1 + o (1)) 2 A (log 3) / (p log log A'), so that

A/0(x)x“<(l + o (1)) 2 A (log 3) / (p log log A) . <5.10)

On the other hand, if (log K)~ p < logx < log 3, then by (5.5), Af0(x)< 2 K + 1, and 
by (5.1) log x° = a log x > (1 +o(l)) log A log x / log 3 > (log A)1 * p/2 and x“ > log A 
if A is large. Therefore A/0(x)x'° = O (A) / log A. Similarly if &<x < l,M0(x)x" “ <
< 2“ = 0 (Alog 2/log 3), by (5.6). Hence (5.9) and (5.10) give

c, (A) < (1 + o (1)) 2 A (log 3) / (p log log A).

Since p was arbitrary, 0 <p< 1, we obtain the right hand inequality (5.8), and Theorem 
7 is proved.

5.2. When x is near to one, M0(x) grows faster thanx“». The following bounds come 
from Theorems 2, 5 and 6 by a straightforward calculation.

Theorem 8. If 1 < x < 3, then

2 ________ 4________ Af0(x)—1

3 (x+ 3)“> -(x-1)“« (x-1)“’

and

4 4 m0(x) — 1-------- < -------------------------------- < ——------ <
c,6“» c,(x+3)“>-(x-1)“» (x-1)“»

< ------------- --------------- < 4* •“>,
(x4 3)“> — (x — 1)“»

where a, = a,(A), q = q(A), i = 1.2. Moreover, // 1 < x < 1 + 4.9" K then

Afp(x) ~ 1 ___________4_________ _ < _________ 4‘-°»_________
(x-1)“» Cj(x + 3)“» — (x — 1)“» (1+9'*)“»/9-9'*“»

(5.11)

(5.12)

(5.13)

We prove (5.13). Suppose that 1 < x < 1 + 4.9'*,and define y by (x -1)0 -1) = 4. 
Then y > I + »A > 9*. By (4.13), we have AO) log 3 > A log (1 + 2/A), and since 

A log (1 + 2/A) increases from log 3 to 2 as A increases from 1 to «we have Ka2 >1 andt 
y“> >9. Thus by theorem 5, c2 y“> > 1.

Applying Theorems 2 and 5, we obtain

0<c2y“> -Km0(y)-l =4(A/0(x)-l)'* .

Since (x — l)y = x + 3, we have further
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(Cj ya> - i)(* -1)“’ = d(x + 3)“« -(x - 1)“»,

which gives the left hand inequality (5.13). Since c2 (x + 3)“ ’ — (x — 1)“ ’ is a decreasing 
function of x for 1 <x < 1 + 4.9'*, we obtain the right hand inequality (5.13).

The proof of (5.11) and (5.12) is similar. Theorem 8 is proved.
6. Inverse functions, Holder-continuity and Hausdorff dimensions. We obtain an

estimate for q (f~ *) in terms of q(f)=K. We write p (AQ for the solution of m(y, K) = 2. 
Then n (K) is a strictly increasing function of K which maps [1,») onto [2, °°). Thus p~ * 
is strictly increasing and mapj[2, °°) onto [1, °°).

Theorem 9. If f is qs, then

* (<7 (/) + 0<<7 (/' *)<P(<7 0-1. (6.1)

which is sharp, and

+q(fr1 +q<1 ■ (6.1)

We have to estimate

/•‘(HQ-r1») r

f-\x)-f\x-t)

\Ne can assume that x = t = 1, that /“ ‘(0) = 0,/“ ‘(1) = 1 (so that/e/V(Af)),and 
that R > 1. Then R + 1 = y, where f(y) = 2. Thus m (y, K) < 2, which gives the right 
hand inequality (6.1). Equality is possible, since N(K) is compact so that f(y) = m(y, K) 
is attained for some / (K) and for y = p (K). Interchanging/and f~ * we obtain the
left hand inequality (6.1), which is likewise sharp.

To prove (6.2) we note that by [3],y0 <2ff* 1 where 0 = log a( 1 +</(/)" *), or 
log2(l + <7(/)",)logi>'< 1 + log2(l + q (/)”;*). This gives (6.2) and Theorem 9 
is proved.

6.1. We also determine the best possible exponent of Holder-continuity.
Theorem 10. Assume that f is A'-qs, xj < Xj, and write a/ = a/ (A), /=1,2, M = 

= f(.Xi)-f(xl). Thenforxi <x, <x,.

(6.3)
(c1(A)2QT1(X——)°.(A>) <l/(x,)-/(xl))A/-' <(2/c2(A))( —-)“•<*>. 

Xj-x, Xj-X,

The exponents a, (A) and a2(A) are best possible.
We define TV (A) by

f(x(x3 -x,) + x,)-/(x,) 
g(x) = ----------——-———---------- .

/(*s)~/(*i)

Assume thatx( <x2 <x3,and write y = (x2 — Xi)(x3 — X|)~ 
5 and 6, and by (2.4) to (2.7) we have

(6.4)

. Then by Theorems 2,
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g O’) <M (y. K) = l/m(y~‘, K) < (2lc^K))ya^

and

MgO')< K)=M(y-l. AJ = %[M„Vly -1)4-1] <JW0(2/.y)<c,2“'/“‘.

This gives (6.3), in view of (6.4).
The exponents a,<X),i = 1,2, are best possible, since the functions

/i(x) = |x |“**>signx, 1=1,2,

are K-qs. This proves Theorem 10.
6.2. Proof of Theorem 3. In view of (1.3), Theorem 2, and the remark afterit.it suffices 

to show that M (x, K) is continuous for x > 1. If 1 < x < y, let /6 N (K) be such that 
f(y} = At (y, K). Then we deduce as in the proof of Theorem 10 that

0 < M O', K) - M (x. K) < f(y) - /(x) < A (/ - x)"•<*>

for some constant A which remains finite asy —x •* 0. This proves Theorem 3.
In fact, 3f (x, K) and the related functions are locally Hdlder-continuous with the

exponent a2(fC), as the preceding proof shows.
Remark. Let f be a sense-preserving homeomorphism of the unit circle T onto itself

and assume that there is a point w0 € T such that if vv/ € T, 1 < i < 3, and

S(U’0.W,.Wj.W3) =
w, — w0 w3 — w2 

w, — w3 w3 — w0

then

K'1 <IS(/(h-o). />.). /(w3), /(w3))|<A'.

By using Mobius transformations together with Theorems 5,6 and 10, one can show that 
f is locally Holder continuous with the exponent a2(/f), also in the neighbourhood of w0, 
or more precisely,

A, |w, |/(w1)-/(wJ)|<?l2 |w,

for some constants 41 and A}, if I Wi ~w2 I is small enough.
6.3. We derive the following crude bounds for the change of dim# A, the Hausdorff

dimension of the set A C R.
Theorem ll. Iff is K-as and 4 C/f, with dimf/A =a, then

fl/a,(J<)< dim///(/f)<fl/a1(/f). (6.5)

afterit.it
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Without loss of generality, we may assume that f&N (K) and A C [0, 1J. Then as in 
the proof of Theorem 10 we deduce that

^t(*. < /(*a)“/(*,)<^a(*a (6.6)

for 0<x, <x2 < 1 and for some constants/! |, A 2.
To prove the right hand inequality (6.5), we can suppose that a < 1. Pick b, a < b < 1, 

and e, 8 > 0. .There are intervals (x/, yj C (0, 1] covering A such that>>/—^,<8 and 
2CF/-x/)ft <e. Thus £(/(>-,)-/(x,))i/a> <A2A/a> £ - Xi)b < eA2b'a‘, and
f (yi) ~f (*/)< A 2 6“’ for all/. Thusdim///(/l)<8/a2.Since8 was arbitrary,a <b < 
< 1, we obtain the right hand inequality (6.5).

The proof of the left hand inequality (6.5), using the left hand inequality (6.6), is 
similar. This proves Theorem 11.

The functions h (r) = (log r~ 1 )" n, n > 0 are such that if A//, is the Hausdorff measure 
associated with h, then Mh (/04)) = 0 whenever/is qsand M/, (4) = 0. More generally, 
if h is continuous and non-decreasing with h (0) = 0, and if for all a, 0 < a < 1, there are 
positive numbers ra and Ca such that h (ra) <Cah (r), 0<r<ra, then Mh (/(A)) = 0 
if/is qsand Mh 04) = 0.

One can ask whether or not there is a qs function/and a set A with dim// A < 1 such 
that dim///04) = 1.

7. Examples. Now we give some examples to illustrate the behaviour oi M0(x) and 
mg(x).

Let / be a strictly increasing continuous piecewise linear function on IR. There are 
points x/, — °° < <i <N2 such that x/ < x/ ♦ , and / is linear on [x/, x,» , ]. 
We say that the x/ are critical points. If Nt > — °° (?V2 < <»), we also count x = —
(x = °°) as a critical point. Verifying that the critical point x = ± °° has a certain property 
means checking what happens when x -» ± °°.

In our examples, the qs functions are piecewise linear. We will leave it to the reader 
to verify that a given function is indeed A-qs. However, to make this as easy as possible, 
we give the following result.

Lemma 4. Let /and the xi be as above. Jf

1 /(x + r)-/(x)— < < /3 - = R
K f(x)-f(x-t)

(7.1)

when at least two of the points x — t,x,x + t(t>Q)are critical, then (7.1) remains valid 
for all x and t. Moreover, if the slopes of f are increasing between X/ and x/, and if the 
right hand inequality (7.1) holds whenever x — t = x/, x + t <xj and xorx +t is critical, 
or x + / = x/, x — f > x/ and x or x—t is critical, or2x=xt+ Xg, / < k, fi < / and also 
x + t = x/ or x ~ t = Xi, then (7.1) remains valid for all x and t such that Xj<x — t< 
<x + t<x/.

Note that in the situation of increasing slopes, the left hand inequality (7.1) holds 
whenever K > 1 and x/ < x — t < x + t < X).

Assume that x is fixed, that a <t <a + 8 and that for some m and nx„ <x —a — 8 <
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<x — a < x„ „ , and xm <x + a <x + a + 5 <xm + ,. If necessary, we make a smaller 
and 6 larger so that both for t = a and for t = a + 6, at least one of the points x + t,x — t 
is critical.

We write и = t — a. Then 0 < и < 5, and there are slopes s(, s2 (j/ > 0) such that 
/(x + r) =/(x + a) + Mjl( f(x — f)=f(x—a') — us1 for 0 <u <5. Thus

R = 2L + +g)-/(*)-(*iAa) (/(*)-/(* ~a))
s2 /(x)-/(x-a) +

For 0 < и < 6, we have/(x) -/(x — a) + us2 =f(x) —f(x — f) > 0. Thus R is constant 
or a strictly monotonic function of u, so that to find the maximum and minimum of R, 
it is in any case sufficient to consider only the cases и = 0 and « =6. But thenx +1 or 
x — t is critical. Similarly we deduce that one can assume that another point of x, x ± t 
is also critical.

The second statement of the lemma can be derived from the following fact. If the 
slopes are increasing as said, and if x is fixed, х/ < x < x/, then ( /(x + f) — f (xy)/t is 
increasing and ( f (x) — f (x — r))/f is decreasing as a function of t for t > 0 as long 
as X/ < x — t and x + t < Xj. This proves Lemma 4.

7.1. Our next result shows which power of К the function Л/0(х, К) resembles for a 
fixed x as К -* °°.

Theorem 12. Assume that n > 0 and that 3” <x< 3” * *. Then

logAfoC*, A)
lim ------------------
A' — log К

= л + 1 . (7.2)

By (5.5),Л/О(х, A)<(2A + if + ‘.sotliat

lim sup 
As •• •

log Л/0(х, A') 

log A
<n+ 1. (7.3)

To get the opposite inequality, we define/by

/(-*) = -/(x),

/(x) = x,0<x<l,

/ (x) = (A+ if + ИА |(A + l)/3]" (x —3"), 3"<x < 3”* l, « > 0.

If A' > 3, then/eAf0(A'). Thus if 3я <x < 3"*1, thenM0(x. A)>/(x)> !4A"+13'" (x- 
— 3"), so that

lim inf 
A--

logAMx.A')

log A
> n+ 1 . (7.4)

Now(7.2) follows from (7.3) and (7.4) and Theorem 12 is proved.
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72. Let K be fixed,K> 1. The functionsM (x, K) and m (x, K) are strictly increasing, 
and by Theorem 3, they are continuous. Thus they are differentiable at almost every 
point, even though we do not know any such point. However, we can show that these 
functions are not differentiable at certain points.

Theorem 13. We have M(2,K)=K+ \,M(4,K) = (K + I)1, = IK1 + 2K + 1,
M (9, K) = K3 + 4K2 + 3K + 1, and m (2, K) = 1 + 1 /AT. m (4, A') - (1 + 1/AQ2. If 
K > 1, then M (x, X) » not differentiable at x = 2,4,5 and m(x,K) is not differentiable 
atx = 5/4,4/3,2.

By a result of Kelingos [3], we have M(2n, K) < (K + 1)" andm(2", K)>(1 + l/Kf. 
By (5.5), A/o (9, A) < (2K + l)2, so that (2.4) shows that M (5, K) < 2AJ + 2K + 1. 
Moreover, M (9, K} < M (4, K) + K [M(4,K)-m(- 1, A)] <K3 + 4K2 + 3K + 1.

To get the opposite inequalities, we define f to be the piecewise linear continuous 
function with/(0) = 0 and with the following slopes:

A2, —4<x< —3 or 4<x < 5,

K(K + l)/2, — 3<x<—1 or2<x<4,

K, — 1 <x<0or 1 <x<2,

1, 0<x<l,

K(K + l)J/4, x>5 orx< — 4.

Then f e N (K), M (2, K) > f (2) = K + 1, M (4, K) >f(4) = (A + 1 )2, M (5, A) > 
>f(S) = 2K2 +2K+ 1,M(9,A)>/(9)=AJ +4A2 + 3K + 1.

If M (x, K) is differentiable at x = 2, with right hand and left hand derivatives R and 
L, then M (x, K)> f (x) shows that K (K + 1 )/2 < R, L < K which is impossible since 
K > 1. Similarly we deduce that M (x, K) is not differentiable at x = 4 andx = 5. Now it 
follows from Theorem 2 that in (2, K) = 1 + 1/A and that m (x, K) is not differentiable 
atx = 5/4,4/3 or 2, since (5/4)“ 1 + 5“ ’ = 1 = (4/3)“ 1 + 4“ 1 = 2* 1 + 2* 1.

The desired lower bound for m (4, K) is obtained by considering the piecewise linear 
continuous functions^ with£ (0) = 0 and with the slopes

l,0<x< 1

1/A,x<0or 1 <x<2

(A + 1)/(2A2), x> 2,

since we haveg GN (K). Theorem 13 is proved.
In view of Theorem 13, it might be interesting to know whether or not M (x, K) (or 

m (x, K)) is completely singular, and what the set A looks like where M (x, K) is not 
differentiable. For instance, does A contain all rational numbers?
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STRESZCZENIE

Otrzymano szereg twierdzeń o zniekształceniu dla funkcji kwazisymetrycznych i odpowiednio 
unormowanych.

РЕЗЮМЕ

Получено ряд теорем о искажении для квазишметричсских функций, надлежащим образом 
нормированных.




