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On Complete Convergence for some Classes
of Dependent Random Variables

Abstract. We show that Hsu and Robbins law of large numbers holds for quadruplewise

independent random variables but it does not hold for pairwise independent random variables.

1. Introduction and preliminaries. In [5] it was proved that Kolmogorov’s
strong law of large numbers can be extended to pairwise independent identically
distributed random variables. We note that in general Hsu and Robbins law of large
numbers is not satisfied for pairwise independent random variables. Speaking more
precisely, if {Xi,k > 1} is a sequence of pairwise independent random variables
with EX; =0, EX? < 0o, then in general the series Y.5-, P[|Sn| > ne] does not
converge for any given € > 0.

Example. Let {X; , j > 1} be a sequence defined as follows
Xj=cos2n(U+(j -1)V), =1,
where U and V are independent and uniformly distributed random variables on [0, 1].

One can show that X;, j > 1, are pairwise independent (cf. [6]) with EX; =
0, j > 1. Moreover, we see that

sinwtV

S, = En:xj = sintnV cos 7(2U + (n — 1)V) '
=1

Note that for any given e > 0 (we assume that € < 1) we have

sin Tnr

PlISal > ne] = 1, {<z,y> €[0.1]x [0,1]:

sinwx

[cosm((n — 1)z + 2y)| > en} ;

where p, denotes the Lebesque measure. Taking into account that
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we get
P[|Sn| 2 n¢
sin Tnz l

|cosw((n — 1)z + 2y)| > ne '

252
) cosw((n — 1)z + 2y)| > ne}

>U( webB)xp:

(z,v) € [0, —mo 1): n(1- =

T € (0 ),yG(O 1): Jeosw((n — 1)z + 2y)| 225}

z € (0, ;J;}.y € (0,(% - \/g)%r)) |cosm((n — 1)z + 2y)| > 2e}

But for z € (0, \/3/x(n7)™!) ,y € (0,(7/3 — \/3/7)(27)~") we have

R
I—M(—A—\/—/\HP

e B =
0<1r(n—1)x+27ry)<\/§n + % fa

hence i
cos0 > cos(w(n — 1)z + 2wy) > cos 3

Therefore for € < %

P[|Sn| 2 ne] 2 p, {z € (0,$\/§), y€ (m(% o \/§>2i,r }
3,7 F, O i
-\25- \/;)z,r—zn

Y P[|S| 2 ne) = oo,
n=1

which implies that

i.e. Sp/n 4 0 completely as n — oo (Hsu and Robbins law of large numbers does
not hold).

Let {Xk ,k > 1} be a sequence of independent identically distributed random
variables with a finite expectation p. Put S, = 3_}_, X and for any given ¢ > 0
define A, = [|Sn — np| > ne]. The strong law of large numbers can be formulated in

the form N(e,00) := ¥ oo, I[An] < 0o a.s. forall € > 0. Hsu and Robbins [7] proved
that

(1) EN(e.c0) =Y P[|Sn - nu| 2 nel < 00

n=1

if EX? < oo. Erdos [4] showed that EN(e,00) < oo implies that EX? < oco. We
extend the theorem of Hsu and Robbins to some class of dependent random variables.
The following lemma will be useful in the sequel considerations.
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Lemma . Let {Xi, k > 1} be a sequence of random variables. Define X} =
XieI[|Xe| <né), k=1,....,n, § >0, and put

Sa=d X, Si=Y_xi.
k=1 k=1
1If
(2) ES,/n—>0,n— oo,

then for any given € > 0 there ezists a positive integer ng such that for n > ng

P[|Sa| 2 ne]

n 1
n~4 "{ZE(X )¢ +4Z)ZE(X‘ X!
1=2 i=1

+6ZZE(X‘)2(X >+ 1222213(){‘ b +5.¢

(3) j=21=1 =1 3=2 k=1
1#) k#)

n =1 n 1=1i1-1 k=1

+4Y Y EX;x:+24> N Y SN Ex;x; x,‘x,}
Jj=21=1 J=41=3 k=2 I=1

+ ) PlIX;| > né)

)=1
where X2 = X, - EX], ,m2>1,
Proof. Using the Markov's inequality we see that
P[|Sq| 2 ne] < P[|Sa |>ne Sn=S,]+ P[S. # S.]

smmsw+2mmmwl

1=1
< P[|S, — ES)| > ne/2] + P[ES,| 2 ne/2] + Y P[IX;| > né]
J=1
<4n~e'E(S, - ES,)' + Y P(IX;| > né]

j=1

as by the assumption (2) for n > ny we have P[|ES}| > ne/2] =0 . Hence we get (3)
(cf. [3]).

Corollary 1. Let {X; ,k > 1} , be a sequence of quadruplewise independent
random variables satisfying (2). Then for any given € > 0 there ezists a positive
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integer ng such that for n > ng

n
P[|Sa| > ne) < 4n~4e ! {Z E(X, - EX))*
=1

(4) n 1-1 n
+6) o*X; Zale'} + Y PIX;| > né] .
Jj=2 =1 =1

2. Results. The following theorem states that the theorem of Hsu and Robbins
on complete convergence is true for quadruplewise independent random variables.

Theorem 1. Let {X; .k > 1} be a sequence of quadruplewise independent
identically distributed random variables with EX, = 0 ,EX? < co . Then for any
given € > 0

(5) EN(e,00) =) _ P[|Sal > nel < oo .

n=1
Proof. From (4) we get for n > ng with § =1

PUIS.I 2 né, < Ofn™ 3 BT <
=1
n j=1 n
400 EXX;| < n) Y0 EXZINX < )} + 3 PAX;| 2 e
- J=l

=2 =1
< C{n*E|Xya|*I[|X)| < n] + n2E| X1 2I[|Xi| < n]} + nP[|Xy] > n],

where C is a positive constant depending only on €. It is known that the assumption
EX? < 0o yields:

[ o]
S nTEIX ' I]1X)| < n] < o,

n=1

2 nTEIXPIIX| < n) < oo,

n=1
and -
Y nP[IXi| > n] < oo

n=1
(cf.[2]), which proves (5).
Now we need the following concepts (cf.[1] and [8]).

Definition 1. The sequence {Xy , k > 1} , of random varables is called a
quadruplewise multiplicative system if

EX.-,X.-,X,-,X.-, =0,1<13<13<i,1x €N, k= 1,2,3,4.
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Definition 2. The sequence { X,k > 1} of random variables is a quadruplewise
strongly multiplicative system if

EX[XDPXPX[E =0, i) <iz <is<ig, it €N, k=1,23,4,

where ry,rz,r3,r4 can be equal to 0,1 or 2 but at least one element of ry,r,73,74
is equal 1.

Under the above notations we have the following results.

Theorem 2. Let {X; k > 1} be a sequence of triplewise independent identically
distributed random variables with EX; =0 and EX? < oo . If X| - EX}|,..., X} -
EX] 1is quadruplewise multiplicative system, then (5) holds true.

Theorem 3. Let {Xi, k > 1} be a sequence of pairwise independent identically
distributed random variables with EX, =0 and EX} < oo .If X]—-EX},... X} -
EX! 1s quadruplewise strongly multiplicative system, then (5) holds true.

Proofs of Theorems 2 and 3. It is enough to see that under the assumptions
of those theorems the inequality (3) reduces to the inequality (4), and next to use the
proof of Theorem 1.

For nonidentically distributed random variables we have the following results.

Theorem 4 (cf.[3]). Let {Xx , k > 1} be a sequence of quadruplewise inde-
pendent random variables. If

(i) Tz n ™ 5oy B(X] - EX})* < oo,

(i) Tampn™ Z;l=2 o’ X; ZJ;: o?X{ < oo,
(iii) ES,/n =0, n—> 00,

(3 Z:=1 P[|X;| 2 né] < o0,
then (5) holds true.

Proof. The assertion of Theorem 4 is a simple consequence of the inequality (4).

Corollary 2. Let {Xi , k > 1} be a sequence of quadruplewise independent
random variables with EX; =0 and for some t>0, E|X;|>?*' <0, k>1.If

o0 n
Ym0+ %" BIX,PH < 0o

n=1 =1

and

then the sequence {Xi,k > 1} satisfies the law of large numbers of Hsu and Robbins.
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Proof. We shall verify, that the assumptions (i)-(iv) of Theorem 4 are satisfied.
Indeed, we have with § = 1

oo n o0 n oo n
Y n 'S EB(Xj-EX)) <8 n 'S EIX1 <8) aCHON X1 < o0,
n=1 1=1 n=1 j=1 n=1 1=1

|ES!/n|=n""! Z IEX;I||X;]| 2 n]| < n_(z“’ZEIle“" —0,n — co.

J=1 =1

Corollary 3. Let {Xi , k > 1} be a sequence of quadruplewise independent
random variables with EXy =0, k > 1, and for somet >0, E|X;|*** <L, k> 1,
where L is a positive constant. Then (5) holds true.

Moreover, one can state the following results.

Theorem 5. Let {Xi , k > 1} be a sequence of triplewise independent random
variables satisfying (i)-(iv). If additionally X|—EX] ,..., X —EX] , is quadruplewise
multiplicative system, then (5) holds true.

Theorem 6. Let {X; , k > 1} be a sequence of pairwise independent random
variables satisfying (i)-(iv). If additionally X|—-EX] ,..., X, —EX, ,is quadruplewise
strongly multiplicative system, then (5) holds true.
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