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1. Introduction In this paper we want to consider experiments in
which the observed random variable is described as @ sum of population
mean, effects of the levels of treatments and the effect of experimental
error. If inferences are going to be drawn about just the levels of the treat-
ment that appear in experiment, the effects of such a treatment are consid-
ered ax fixed. When the levels of the treatment oceuring in the experiment
are considered as a random sample from an infinite population of levels,
then the effects of such a treatment are considered random. These random
effects are regarded as random variables having zero means. Variances
of these random variables are called the variance components.

In many cases, one sees the need for a model in which some effects
are fixed, others random. Such a model will be called a mixed one. The
population mean is always considered as fixed and the effect of error as
random.

For balanced data the most frequently used technique of estimation
of variance components is the analysis of variance method, which consists
in equating the observed mean squares to their expected values, and solv-
ing the resulting equations.

In o balanced case for a mixed model when random effects are assumed
independent and normal, the analysis of variance method leads to unbiased
estimators with minimui variance [1]. The analysis of variance method
cannot be used for unbalanced data. Henderson [3] proposed a method
of estimation for an unbalanced mixed model, and that method was then
developed by Oktaba [8] and Searle [10]. For unbalanced mixed models
the unbiased estimators with minimum variance are unknown. There
exist methods that give unbiased estimators. In mixed unbalanced models
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Henderson’s method requires the inversion of matrix. In practice there
appear situations in which this method requires the inversion of matrix
of the rank about 500.

Koch [4,6] developed for random models a method which is com-
putationally simpler than that of Henderson. Niedokos [7] proposed
a method of estimation for mixed unbalanced models which is similar
to that given by Koch and does not require the inversion of matrix. Paper
[7] deals with unbalanced two-way cross classification, and a model with
the combination of two-way cross classification and nested classification.
In this paper these two models are dealt with again without restrictions
that are imposed in {7] on the fixed effects, and some estimators have
been given a simpler form. Furthermore, the author developed methods
of estimation for others three unbalanced mixed models consisting of
a combination of nested and crossed classifications. The numerical example
illustrating the use of estimators given in [7] is presented in [9] by Oktaba
and Wesolowska.

2. Notation Letters 4, B and C denote the treatments that occur in
experiment; A xB denotes two-way cross classification; A,B; denotes
the 3j-th subclass of the classification A x B ; A x B xC denotes three-way
cross classification of the treatments A, B and C; A;B;(, denotes the
ijk-th subclass of the classification A x B x C. Symbol C(A4) denotes the two-
-stage nested classification with the levels of C nested in the levels of 4.
The k-th level of C nested in the i-th level of A will be denoted by Cj,.
Symbol C(A x B) will denote the combination of the nested and cross clas-
sification in which the levels of C are nested in the subclasses of the two-way
cross classification 4 x B. The k-th level of C nested in the ij-th subclass
of the classification A x B will be denoted by ,;"(,j,. In distinct situations
k will be used instead of k(¢) and k(%j).

3. Two-way cross classification A X B Let us consider a model of two-
-way cross classification A x B with fixed effects of the treatment A and
the random ones of the treatment B.

We shall asume the model

(3.1) y,'ik =/£+a"+bj+ab‘-j+eiﬂ‘,
i=1,2,..,8;) =1,2,..,b;k =1,2,..,,05 22,

where y,; are the observations, x4 is a population mean, a; is the fixed
effect of A;, b, is the random effect of B;, ab,; is the random effect of the
subelass 4, B;, and e, is the random effect of error, associated with a given
observation.
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Let the random effects satisfy the following assumptions.

a. The {b;} are random variables that are independent and have
means 0 and constant variances aj.

b. The {aby} are random variables that have means 0 and constant
variances (a—1)a~'o%,, and covariances

1
L L
(3.2) Cov (aby, ab,,) =| LTSN B

I 0, otherwise.

c. The {e;} are random variables that are independent and
have 0 means and constant variances o}.

d. The random vectors {b;}, {ab;} and {e;} are independent of
one another.

An assumption similar to (3.2b) is used by Gaylor and Hartwell [2],
Niedokos [6], and Searle and Fawcett [11]. It means that interaction
effects which are associated with the same level of the random treatment
B and different levels of the fixed treatment A are correlated with constant
correlation coefficient for all pairs of indices (i, r) with ¢ + r. From the
assumptions (3.2), it follows that

‘ a—1
var(y,) = o, + - B R

. B—1 - |
The variances oy, < o2, and o, are the variance components that are
a
to be estimated. We want to find the estimators that are linear functions
of the products of the following type: y,,¥,, and y,.y,,., where y,; deno-
tes the arithmetical mean of all observations from the subclass A,B;.
Using (3.2), we obtain the following expectations:

@& — “ . .
a E(Yu¥y) = (p+a)?+0p+ - = oy, if B #EL.

a—1 gl A .
O+ ——0y if i =7, j =3
’nﬁ

(1 +a;)?, ifi=r,§ 8

b. E(yt'j. Yrs. ) = (/-‘ 5 a,‘)z + Ug +

a
(3.3)

1
(#+ai)(#+ar)+ag— a/'o)ab9 if 4 ?{"'1 j =8

(pia)(p+a), if i #£7r,j #s.
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To find the estimators of variance components, we consider the following
normalized sums

b
\1 \ Yiis
nb e it T
te=1 je=1
1 a b
Y, S, e 0
St = L ..2; (i —mny)~ L YipeYije
=1 =1 e
(3.4) N IS
. == b i 3 Yi :
3 a(bz-—b) WA Ju}. ym.’
t=1 j#8
s L Ny
—_— Vi Yps. »
¢ T e — ey e £y VY
j=1 i#r
1 Q)
q b - \
e 1 (a8 —a)(buz..A}-"’” Y
1#r J#8

By using (3.3), we can obtain the expectations of the S’s. Detailed deri-
vations are given only for 8, and S,. We have

E(,‘_\: ?/aw.-.'/ijt) = [(/‘+a‘) JDER f‘;L aab}

Ll
Oib) ]

r=t k=t
1 '\
E(8) =— \' \1( 4 af -2ua; +a,,+ = aib)

= (0§ —mn.

Hence

1 \' a—1
=pt+ = > (6f+2p0) + 05+ ——— by
O i a
To obtain L (S,), we first find

1 D) g 4
£ (L Y. .ur;.) = l [(#+af)(/4+a,)+oa- = oﬁo]

i+#r T#r

1
(az—a)(pwaf,— —aib) - Y (o, + (e + a)].
il —

f#r
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Finally, we get

b
1), « 1, 0
E(8,) s ) {!“*”n— g ot 7 a \ la;a, + pe(a; - ar).l;
= i#r
3 1
=tk ) [wa, et a)]+ ) — — o

i#r

By methods exactly analogous to the above, we get

E(8) =4’ + \ (af +2ua;) +at - aa_l' o, 1 hla?,

t=nl

where
-1
a3 A
d o My ]
Vi=1 J=1
Tl N gl
E(8;) = p*+ — /\ (@i +2pa;) +oy + —— 0g,
a ::-ll a
1\
(3.5) B(85) = pt+— (o} +2pa),

=1

1 1
B(8) = wt+ = O [ao, +pla; +a)]+d— b,

i#r

1 &
E(S) =p+ - ) [aa,+pla+a,)].
a%— @ i
1#r
If S, are equated to their expectations the unbiased estimators of o?'s

are obtained by solving the resulting equations.
The estimators are as follows:

i a—1 a
(3.6) g, = h,.(Sl—Sz),--~~a—— O = — 8, +85),

- | b |
o'lz) = (S4_‘Ss) + ‘a (Sz"Sa)-

These estimators are unbiased. If we impose the restriction Za; = 0, then

[\J’n

3
2
a;.

(3.7) Z(aﬁ-a,) =0 and Za,-a,. = —

1y 1#7 i

]
ful
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It may be shown that if (3.7) is true, then we can get the following unbias-
ed estimators of the functions of parameters

; a—1 1 1 1
(3.8) it =S8+ 8 and aTI.‘Zai — 8, 8.
Using the identity

(3.9) ;..‘z (Z a) — \“ %5

we shall rewrite the formulas (3.4) in a form more adaptable to compu-
tation. We have

1 a b nij . ny
Y\ [ .
8 = ab Z 2/ (ny —my) ™" [(2 y*‘ﬂr) - nyjk]a
t=1 j=1 k=1 =1
1 u b b
y . \ ! i | 2 -_1.3
BT e 2 Xva) = 2]
=1 j=1 j=1
1 b a 3
§ = N
8, = (_“g_n)b Z[(l} yq) - chj],
j=1 =] tm=]
1 hd b a b .
1 2 =Y q
] w J = 202 )
* 7 (a*—a)(b*—b) 2.; Zy” L\ Ly Ve
1=1 J—l t=1 jml
y i § N ]
*Z(\ ")!.;.a.;;y““
j=1 i=1 t=1 f=1

If an experiment is balanced, then formulas (3.6) give the estimators which
coincide with those obtained by the analysis of variance method. It can

be shown by replacing in formulas (3.4) n; by n and y, by »7' 3 y.
ke=1

Suppose that some value g is added to each observation y,;, then the
8, in (3.4) will be transformed as follows

(3.10) 8, = ,,,+7 \ \’y,,+ﬂ,w_1 2,3,4,5,

=1 j—

where 8., represents the transformed value of S,. It is easy to see that
(3.10) represents a translation of S, and differences between S, are inva-
riant under such a transformation. These arguments show that the esti-
mators (3.6) are unchanged if we subject the observations to the transla-
tion: ¥ Y + B
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4. Combination of cross and nested classifications C (A xB). We shall
consider a model in which the fixed treatment 4 and the random treatment
B form the cross classification 4 x B and the levels of the random treatment
C are nested in the subclasses of the classification A x B. The mathemati-
cal model can be written

(4.1) Y = p+ a; by - abyy + (@b + €ingiipiisnys
i=1,2,..,6;=1,2,...,b; k(i) =1,2,...,0;>2;
I(f‘j;l) = l, 2, ""pl'jk>2’

where ¥, are the observations, x is a population mean, q; is the fixed effect
of A;, b; is the random effect of B, ab;; is the random cffect of the subclass
AB;, c(ab)y is the random effect of the subclass Cf;), and ey 18
the random effect of error associated with a given observation. Suppose
that the random effects satisfy the following assumptions:

a. The {b;} are random variables that are idependent and have 0 means

and constant variances oj.
b. The {ab;} are random variables that have 0 means, constant va-
riances (a—1)a~'d?,, and covariances

1
——Ozab, li i J‘T,j = 8
(4.2) COV(ab,-)-, abn) -] a

0, otherwise.

c. The {c(ab)y;} are random variables that are independent and have
0 meas and constant variances o’.
d. The {e;.} are random variables that are independent and have
0 means and constant variances o?.
e. The random vectors {b;}, {ab;}, {¢(aby;;} and {e;;,} are independent
of one another.
From these assumptions, it follows that

Var(yy.) =0 + f_;_] o+ o5+
Using (4.2), we can write
a B(Yyu¥iin) = (B + &) + 05+ _5 T4 @y i 1 # w.
b. B (Y. Yias.)

a " o .. .
(4.3) = (u -+ )+ op 4 — . oy + 0% 4 P oe, it k(i) = 1(i)),

-1 . b et
(1 + a;)* + o -+ 'q’;l—“?.b, if k(ij) + t(i)).
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C. E(yij..ym..) = (/"lLai)z? if ¢ =?',j 7= 8,
(p T'ai)(l‘Tar)Taﬂ“;gub7 ifi#r,j) =3,

(p-a)(u+a), if i £7r,j #8,

where ¥;;). and 3 J, denote the arithmetical means of all observations
in the subclasses CH,j, and A; B, respectively.

To obtain the estimators of the variance components, we form the
following normalized sums:

1 a "'J
3 1
A "
8y = 5 2 Ny \ Yijhees
ab o
i=1 j=1 k=1

a b iy

. 1 1 "
=S P k=1 l#u
1 a 7]
b
Sy = E Z Z (n,, ny)~ Z Yiie. Yije- »
= i=1 k#t
(4.4) s
S‘ 1)) Z Z y.; Yis..»
i=1 j#8
1 b
st ot N T
8 (0? = a)b &t st VY70
=1 i#r
1 \ |
86 Z Zynj Yrs
2 __ 2 __
(a a)(b b) iAr j#£8

Using (4.3), we can obtain the expectations of S,. We have

H(8:) _—_Z Z Ny zl (pia +Ub+‘—~ﬂub+cr"+p‘;:g'.|
1=1 j=1}
Tan + "3] + 'al; 2 2 'nf?‘g? P

: Z > [(.“:-fl)-i~

t=1 J-l. i=1 =1

—1
= pt+ ;Z (a} +2pa;) + a3+ “'d— i+ 05+ hyaz,

t=]
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where
1 a b nij
1\ )
4.5 TR W Y -1
(4.5) D p > oy M > Dijre
1=1 j=1 k=1

In a similar manner, we can find the remaining expectations. They are
as follows

- s a—1 3
E(S,) = —4\./ A-~i—2,ua-)+0';,'+‘-a—' o -+ 0%+ by 0,
=1
, L3 4 =, 4
E(8,) = u?+ ey (o I—2,ua¢)—l-6 + 0o 1 Tes

p
i=1

1 1 a—1
E(8,) = ,“2+; \ (af +2ua;) + o} + P 0%,
(4.6) o

E(8;) = p?+

\’ g
T | 2‘ [aiar+/‘(ai+ar)]+ab—;oi‘n

i#r

i 1 O
E(8¢) = p*+ g ‘}‘ la;a, +u(a; +a,)].
i#Er
After equating these expectations to their observed values and solving
the resulting equations, we obtain the estimators of the variance coinpo-
nents. They are as follows:

-9

0 = hy'(8,—8,), 6; = 8,— 8,

a—1 . a—1 .
(4-7) ab = (Sa_‘s‘a—Ss‘f'So)’
a a

5 a—1
Op =

(85 o)+ (S —8,).

These estimators are unbiased. In a balanced case, i.e. when ny; and p;;,
are constant, then the estimators (4.7) coincide with those obtained by
the analysis of variance method. Imposing the restriction (3.7), we can
obtain the unbiased estimators

(l\
i 1 1 .
ut = _“a_ ’SH‘ S ‘md 51 .\ﬂ a; = 8,—8,.

Vo]

6 — Annales
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By using the identity (3.9), we can obtain the computing formulas
for §,. We have

1 a1 b1 45 Pigk p:jl..
Sy =EZ L’n IE P;,k Piji)” [(Z””“) - "o“m-r],
T=1uj=1 k=1 =) =T
1 a b
2 3 1
Ny = E.ES.’:-J [’”?j—*".}) [( \ Ju&) = \ Tfm]
1=1 7=1 -
1 a b
Rl R
(48) 8= o) [(Z 47 ) > Y ]
1=1 j=1
b o
Lo  NVEEND \‘ ]
8, = e N \
L (a”—a)b-_;-lt [{-l‘ .”l_:.‘) P l '“J..
r= I= ==

sé=-——A

(@ — a)(b*—b) HZ, :y") 2(%;?"’“)2
St 33

=1 j=1

Let us subject the observations to the translation: ¥, —>¥;. - B-
Then the S, will be transformed as follows

;)ﬁ
s, 2:,;_: ng J,,kTﬁ.u_123

=1 j=1 k==

95 a1 b
Svlu = Oy, + ai Z Z?/{j.. +l327 w = 4a 57 6.
i=1 j=1

It is easy to see that replacing of S, by S, in (4.7) and (4.8) does not
change the estimators of o?, o2, o3 and (¢ —1)a '2a}, but the estimators
of ¢%, and u® will be changed.

5. Combination of cross and nested classifications (' (A4) xB Let us
consider a model in which the fixed treatment 4 and the the random
treatment B form the cross classification and the levels of the random
treatment C are nested in the levels of A. The observations are assumed
to have the following structure

(5.1) Yir = B+ & - b1 aby; -+ e(@p)iy 1 be(@)jngy + Cogiptiany o
8 =1,2,c.,6;;5=1,2,..., b;k(@) =1, 20 Mg 223
I[Ejk} =l’2""’pijk>2’
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where u is a population mean, a; is the fixed effect of 4;, b; is the random
effect of B;, ab;; is the random effect of A;B;, ¢(a;)y is the random effect
of the k-th level of the treatment C within the i-th level of A, be(a;);y
is the random effect of interaction between the j-th level of B and the
k-th od C within the i-th level of A, and ¢, i5 the random effect
of error associated with a given observation. Suppose the random effects
satisfy the following assumptions

a. The {b;} are random variables that are independent and have

(5.2)

C.

0 means and constant variances o?.
The {aby} are random variables that have 0 means, constant va-
riances (a —1)a 'd%,, and covariances

I __102“ ife#£r,j=3s
Cov(ab;;, ab,,) = Tl P !

0, otherwise.

The {¢(a)y,) are random variables that are independent and have
0 means and constant variances o>.

The {bc(a;);(} are random variables that are independent and
have 0 means and constant variances ..

The {e;;,} are random variables that are independent and have
0 means and constant variances a;.

The random vectors {b;}, {aby}, {c(a)y,}, {bc(a)uy} and {eyu)
are independent of one another.

It is easily shown that

- - a_l " o
Var (i) = o+ T"Zb + 0% + O3 -+ 05 .

From the assumptions (5.2), we get

a.

b.

(5.3)

[ i .
E(YipaYijin) = (M+ai)2+0§+ T 0% +0: +0ps, if 1 # u.

o a . 9 ba 9 an . .
B (Yijuiiy. Yistiiy.) = (#+ai)2+"5+*¢‘z' Tap +0¢ +0pe + Piiade, if j =38,
k(3) = t(1),
a—1
a
(n+a)t+og, it j 8, k(1) = (1),
(pta)  if § # 8, k(i) # ().

(/‘+ai)2+oﬁ+ 0%7 if j =s, k(i) # t(s),

bl . .
c. E(Yy. Yn.) = (,u+a,-)(;4+a,)+df,——; oy L 8 #1,j =8,

= (pta)luta), ifiEr,jEs.
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Let us form the following normalized sums
b
B —l '1
(lh A\:lf i \ yi]k(t)
j=1 k(i)-l

X 2 B
8, = ;32”(1 v \ (Puk “Die) ,\ YiikaYijieus

i=1 jsl k— i'w-w

1 =

a

b
1 1
3 /}‘ (ng —n) ! 2’ Z‘ym.-_?l.‘jz. ,

i=1 j=1 k#t

1 1 2
S =——— \ T~ V \ Yije. Yisk. s

a(bz—b),_t 4 I.;u_l{j;és

S

w

1 B
(5.4) ST Tages SR 0 \ (nf —n ]‘1 V' \ Yiske. Yiat. »
a(b? —b)
j#a k#l

1
e

F=1 i#r

53
Tt o I
t#7 j#8

8, =

Now, for example, we shall calculate the expectation of §,. According
to (5.3¢)

B(Y Ny ) =Y N wttplata)taa]

15 i#r J#B t#r

=(b2—b)(a*—a)p? + (*—b) D [m(a;+a,) i a;q,].

1#r

Averaging this expression, we obtain E(8,). Similarly we can get the re-
maining expectations. They are as follows

1 a—1
B(8,) = u ;:(a?+2/ta,-)+aﬁ+ = %4 okt o+
a b 711'
Y B g
+h,a%, where h, = — 7 2, L n;t pﬁ,{.,
f=1 jml k-=1

1\ s ;
B(8) =t > (ad+2u0) +of+ " ot oy

1=1



Estimation of variance components... 85

-1

1 aﬂr s
E(8) = wi+— (“?+2#a)+%+——a—a’ab,

=]

1 {"1
E(S) = p2+— > (d+2pa)+ 2,
A s

f=]

: i ‘!1
B(8) = pt+— 3 (ad +2ua),

3 1
E(Ss G:J[a arT/u(a{"f_ar)] l_ob'—; ab)
1#r

E(8,) = p?

I;ér

If 8, are equated to their respective expectations the unbiased estimators
of the variance components are obtained by solving the resulting equations.
This gives
‘}i = h;l(sx"sz)a &Zc =3 S,—Sa—S,,-i—Ss,
a—1 . a—1

(5.5) 6: = 8, — s, o Uib = 2 (83— 85— 8+ 8,),
A a—1 1
o’i (S6—S1)+';(Sa—s5)'

Imposing the restriction (3.7), we can obtain the unbiased estimators
b i

3 a—1 1 1 Q
(5.6) u? = b S7+;SS’——12J a? =8-8,.

a —

1=1

It can be proved that for balanced data the estimators (5.5) are identical
with those obtained by the analysis of variance method.
The computation formulas for 8, are as follows

Pij I. DPijk

£ ¥ : <
S, :;i;_ : \ Z P.;k“‘P;jk) 1[( "/ukl) Zy‘ik‘]
i=1 k=1
n;

a b i b

8, =5 ) t=n Z[(Z vinf 20

=1 Jj=1 k=1 k=1
ng

8L 21 o 1[(3@/&) jjv/,k],

a(b —b) ‘hl s -
=1 k=1 Jj=1
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" "y b ny; ;
1 - 1 2 1 1 \2
Ss - u(b- - b] \ {" i [()\1 kl\ ¥ A) - 7; (i; .'fuf.-.) N

- '..\‘ (_.« %L) \1 \1 ‘f-ﬂ. ]

k- J=1 J-l ku

e [(\wu)_ Sl

[a’—u\b ._J

8, = @ —a) 3 [(2 > Y. ) —g(;yu")z_

- 2 () S )

j=1 1=1 f=] j=1

S

If we subject the observations to the tranlation: y,;,—>¥,; +f, then the
S, will be transformed as follows

Sm Sn+—2 _lZZJi)k+ﬁ) ¢ '1,2’3’4’5

=1 k=1
b
28 \"1 QR

bé—t—d
f=1 f=l

_Sw+ ;.."i‘ﬂay w=26,7.

It is easy to show that replacing the S, by the corresponding S, does
not change the estimators (5.5), except oj.

5. Combination of cross and nested classifications A xC(B) Now,
we consider a model in which the fixed treatment A and the random treat-
ment B form a cross classification and the levels of the random treatment
C are nested in the levels of B. The observation have the following structure

(6.1) Yiu = p+ oy + by + aby; + e(by)iy) + ae(B;)ags) + yruesny s
i=1,2,..,a;j=1,2,...,b;k(j)) =1,2,...,n,=>2;
l(ijk) =1,2,..., Dijk =2,
where u is a population mean, a; is the fixed effect of 4, b, is the random
effect of B;, ab;, is the random effect of A;B;, c¢(b;)y; is8 the random
effect of C_;';m, ac(by)yy; i8 the random effect of interaction between the

i-th level of A and the-th level of C within the j-th level of B, and e,
is the random effect of error. We assume that
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a. The {b;} are random variables that are independent and have
0 means and constant variances oj.

b. The {ab;} are random variables that have 0 means, constant va-
riances (@ —1)a~'e%, and covariances

1 2
—— 0Oy if ¢ #£r,j =38
Cov (ab,;, abY) »—I a &
0, otherwise.
/¢ The {c(b;)y;} are random variables that are independent
(6.2) and have 0 means and constant variances o?.

d. The {ac(b, aj)) are random variables that have 0 means, constant
variances (a—1)a~'d%,, and covariances

i ot
——0ay it ¢ %1, k(j) =10
COV(QC(bI)‘kU), ao(bj),‘d)) — a ’ ’ (J) (.1)

0, otherwise.

e. The {e;,} are random variables that are independent and have
0 means and constant variances o.
f. The random vectors {b;}, {aby}, {c(b;)ry)}, {ac(b)iy} and {egu}
are independent one of another.
From these assumptions we obtain
a—1

-1
o+ oe+ Oae+ O3

a
Var(yyu) = op+

To obtain the estimators of variance components we need the following
expectations:

_1 G=1 ”
E(yuklytjku) = (.U+f1'-)= ‘}" ’1‘ '—a—‘ ab+02+ % Oaes
ifl £u.
b. E(y(jk(j). Yiig))
_.1 . .
=t e rob + LT ot Tl el it RG) = ¢),

@ a_l 1 ] j
(4 +a)+ 0+ T“’ws if k(j) # t(J).
(6.3) e E(Yijugj). Yritisy)

1 1 AL 2 ;
— (l‘+ai)(/‘+ar)+0§_;‘°’io+0§_—a‘0§c’ if ¢ #r, k(j) =),

1 P .
(u+a‘)(/t+a,)+o§—;aﬁb, it i # 7, k(j) # ().
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d. E(.”sj..yra..] =(l‘+ai)2 if i=7'yj9é8y
(v +a)(pta,), if ¢ £r,j #s.
Let us form the following normalized sums
1 b a %
Y O
1 :E‘}r l‘;\-l-jl:-/\’dygjk.l

a b
1 O !
Sy =— 5 l ‘j \ (ijk qu) 3 YiraYiyrus

ab L -
f=1 j=1 k=1 l¢u
1 a b
G \! \!
8, = - L S{n —ny;)” Z Yiik. Yije. »
=1 j=1 -
e b
—1 3
(6.4) 8y ;(__a‘) S X Z Yo Y. »
j =3 k= 1£r

1 § T S O

t#£r k#t

Sf.- = a(b2 Zylf Yis..s

l=l J#8

S: o ( —a)(b“‘ b) _.\‘ Z ylj ./ra

i#r j+#8

Now, we calculate the expectation of S,

a b
1 . ~1
E(8,) = ? > (n§—my)~! \ [(,u+a )2+ a3 ua of,b|

1=1 j=1

b
B o T v a—1 »
== 3> (l""+2lta;'2a+—d- g;,,,+a;,)

In the similar way we can obtain the expectations of the remaining S,,.
We have

a

B, bl N ), bt vk, Sy gan

E(S8,) =/z”+;}_l‘(a;+2#a.-)707,, 3 T 5 Saan
=
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+h,a}, where h, = - \1 \1 i YP.,k

ab LIJ ._4
=

19, . . 6—1 1
E(8) = pt+ = Y (a}+2pa) +oj+  ~aly+ais S,
a a a

i=1

E X%, =1
E(Sy) = wi+ o D (6} +2ua)+a+ = dl,

=1

] a
E(8) = u* 7;.}.:“’ 2ua) + ot~ o,

1\, 1
B(Sg) = w2+ - ) (af+2ua) + 0} — — ok,

1]

1\
E(8) = w+= 3 (a}+2ua),

1=1
1 \"
B8 =+~ N laa, +plata).
izr

Using the method of previous chapter we obtain the unbiased estimators
of the variance components

1 a—1

&: ="* Y8, — z}g 5 —&:,- = (S — 83— 8, + 8),
a
o a—1 1
Qg =" = ‘(84_Ss)+—(sz_sa),
a a
(6.5)
a-—1 .,
S s— 86+ 83),

) a—1 1
0§=_ = (85— 8;) + —(8;—8;).
a a

If the restriction (3.7) is true, then we can obtain the following unbiased
estimators:

o i
a

. a—1 1 - PRe .
(6.6) =8, = S6,-—~-—1. Z o ol 2,1
“ L =1
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In balanced case estimators (6.5) coincide with those obtained by the
analysis of variance method. The computation formulas for S, are as
follows:

1 a1 b "y Pijk Pijk
8, = = % ; ,% (Pie — Pip) ™ [( > Juu) K f} yijkl]
1 ﬂ“ l
S; = ab :; ;; (0§ —mny)~ '[( ijk) — ’fun]
_ _ Y
8, = a\b 24 [(g;y"*) ;y”"]’
1 \bﬁl \“_1 Q[“ 2 \ '\!1 -
o i g -1 g o
Ss — (ﬂz—ﬂ-}b :;J('ni ";’} [(—l’ o yuk-) 4/_4‘(_.( ?h;;;.)
j=1 1=1 k=1 i=1 k=1
ny @ o njy
E h 2 . oy
=SS+ 3 3]
k=1 =1 f=1 k=1
_[ a 1] a 7]
B | W 3
P ) R 3|
f=1 J=1 J=1
1 a b & a b 3
_ M 7 T % N \“( 1
S = amam i (2 ) — 2 (2w
b a a b
1 2 1
2 (D) + X D]
i=1 =l f=1 j=1

A translation of the observations: y,,;—>¥;y, + 8, causes the corresponding
transformation of S,

b a ny
7 28 o\
8, = w‘*‘Ean 1‘2 nyjk-+ﬂ27 w=1,2,3,4,5;
Jl’:

t=1 k=1

b
iﬂ o |
23 St w e
L I

1r = S

l\ 7

Replacing S,, by S, does not change the estimators (6.5) except o},
and the second estimator (6.6) either.
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7. Three-way cross classification A xB xC with one fixed treatment
Let us consider a model in which the fixed treatment 4 and two random
treatments B and C form a three-way cross classification. We assume the
following model of observations

(7.1) Yy = p+ g+ by+ 0+ abyy - acy -+ bey + abeyyy + €455,
i=1,2,...,a;j=1,2,...,b;k=1,2,...,¢3;1l =1,2,...
ooey My = 2,

where u is a population mean, a; is the fixed effect of A,, b, and c, are the

random effects of B; and C; respectively, ab,, ac, be;, and abey, are

the random effects of A;B,, 4;C;, B;C, and A;B;C, respectively, and
¢4 18 the random effect of error. Suppose that

a. The {b;} are random variables that are independent and have 0
means and constant variances o .

b. The {ab;} are random variables that have 0 means, constant va-
riances (a—1)a~'d%,, and covariances

i §
—— oy £ #Er,] =58
COV(abU, ab") = a

0, otherwise.

(7.2)  c. The {c;} are random variables that are independent and have

0 means and constant variances a>. !

d. The {ac;} are random variables that have 0 means, constant
variances (a —1)a 'o%,, and covariances

1
| ==, it i #r, k=t
Cov(acy., ac,y) = a

I 0, otherwise.

e. The {bc,} are random variables that are independent and
have 0 means and constant variances a;,.

f. The {abc } are random variables that have 0 means, constant
variances (a —1)a~'d%,., and covariances

g- The {¢;,} are random variables that are independent and
have 0 means and constant variances o’.

h. The random vectors {b}, {c.}, {aby}, {acy}, {be;}, {abcy}
and {e;,} are independent one of another.

It follows from (7.2) that

] a-=1 ., a—1
Vﬂ:l‘(y.'/“) ";d&+”?+_ a—o;b'*'*‘a“ azac'}’aic'*' _d::bc'*'di’
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To find the estimators of variance components we need the following
expectations that can be obtained by using (7 2).

a—1
ac E(YijuYijen) = 0% - *;“72 + 0%
-1
+ 3T, i £
' o o - 2 a'_']- o a— -l- o ™
b. E(Yi. Yrer.) = (0 + &) +0p+0, + T"Zlﬂ“ " — Oy + 0,

a—1
+—u_aubc+nzjkae’ if (i,j, %) = (r,8,1),

“ u_l a . 1'%
(7.3) (/‘+ai)2+07:+—a—‘071b’ if (4,7) =(r,8), k #1,

a-—l a N - .
(/A-}—ai)”—}ai—}» e Oocy 1t j # 8, (i,k) = (r,1),

(4 -+ a;)?, ifi=r,j #8k #1,
- bl S g i e " X
(b +a)(p+a,)+0p+ 0c— — Oop— — Goe + 0 — — Tapey
a a a
if ¢ #T,(j,k) = (svt)v

gy & orl .
(/‘+ai)(/‘+ar)+‘75"'a"7§b’ ifi£r,j=8k+*1

2

)| A | ]
(l“!’a{)(/"*‘ar)“%“af-—;’”uu if ¢ #r,j #£8,k =1t

(#+a;)(p+ a,), if e s%r,]#8k#l

Now consider the normalized sums

< abe Z 2 24 Yige.»

iml fm1 k=l

g ARSHNNRT

T abe i id __1 Wik — ige) ) , YijkrYigieu s
i=1 j=1 k=1 T#u
b

= D)
53 27 l’lb"("—f\ iy yi)k. yul.’
t=1 j=1 k#¢

1 3 | \'1 \1
8 = e Z Pt
i=1 J#s8 l.al

yuk Yisk. s
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1 1\
(7.4) 8 =—; v X Z Yisk. Yrjk. s

1
S — \1 VYV
(a* —a)b(e® —¢) o o L
i#r j=1 k#{

Yisie. Yrsk. »

e

1 \® \T \\"
8, =m52—b)02‘2’ \ Yijk. Yrok. s

i£r j#8 k=1

4

\

1 Y\ 1
- —— SN
N (az—a)(bz—b)(cz—c)'Ll_f;{y‘jk'yfk"

Ivr J#8 k#t

Using (7.3) we can obtain the expectations of §,. For example

c

1 \ —r
E(Sy) = (@ —a) (' —Db)o ;‘#;[(#F ¢;)(p+a,) +o.— ;Uic]

1 \1 A I,
o :‘z—__a ‘.;_/', (/‘+ax)[ll‘ +ar) 0 “_Iouc'
i#r

By a similar method we can obtain the remaining expectations.

o
1 Sy R , a—1 , a—1
E(8) = pi4+ = ) (d+2ua) ol tat it A T gt
(l‘—i @ a
i=1
1 1 a b c
¥ a—1 , = VN N,
L oy} ——0 N0, where B, =—"- N
Ope 7 abe ne n abe 22 &£ 2‘ ijk
f=1 jml k=1l
1 \‘w . 5 s . a—=1 , a—1 ,
= pd - s -2ua;) + 0y -0, —— O - —— 0
E(S2) u %a‘z‘(atl . 1)* b c 7 ' a c
te=1
N a—1
Uac'L a Ufrbci
a
1 Niba g0 N =l
E(8,) = /‘2+‘; o (“£+2l‘ax)+"3‘—‘—a Oy
i=1

) 1 \"" o g =iy
B(8) = p?+ = > (a+2pa) + a + ——— Ghey
[{ =] a

i
i=1
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o 1 \a‘ 2
E(8) = ui+— N (di+2pa),
e =
1 3 g
B(S) =+ =0 Nlaa, + plata)] 4 ool — ol
1#r
1 - 2 1 2
ﬂ_;o’ac-rob(‘_;':aabc!
rn A § "
E(S‘I) = Wu° a‘—aé [(1 ar+/‘(ai+ar)]+ '—"(;Uab!
Y \ 2 1
E(8;) = p*+- '_—a [a;a, + pu(a t'+ar)]+¢c—z¢::c’
1#r
=
BB =pt+ o — > (e, pla + o),
a—a =

After equating these expectations to their observed values and solving
the resulting equations we obtain the following unbiased estimators
oy = I, (8, —84),

a—1 .. a—1 1 .
—— Oy = —— (Ss— 85— 8, + 8 — 8+ 8, +8;—8,),
a

abe

5o a

—1 d.
Opc = p (Ss_S7"‘Ss+So)“‘;(Sz_sa-s4+ Ss),

a—1 ., a—1

(7.5) T O = (8s— 85— 8+ 8,),
a a
r—1 . a—1
Uﬁb'_ (83— 8;—8;+8,),
a a
g a—1 1
o, = (S,,—S,,)—!--;(S;——SQ,
- a—
o, = (5 —8) + — (S —85),

1t can be proved that for balanced data these estimators coincide with
those obtained by the analysis of variance method. Imposing the restric-
tion Za; = 0, we obtain the following two unbiased estimators:

/a\
A a—1 L 1§ =Y
(7.‘)) 14 F ‘S‘, "[' SS? _ajI_J a? == S5—89
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The computing formulas for 8, are as follows:

1 a b ¢ Nijk - ik
WA R 1 Yoy
5= 3 S N[ = i
2 ibe vl e (M5 — Migie) ) Yijr w2 Yijia |

iml j=1 k=1 1=1 S5

1 >y & i el
S, = — \ 2[(‘:‘ ?h;k.) = /\ ,"ffjk.l!

1=1 j=1 k=1 k=1
c b
1 3 \! 3
S = atye 2 o L Yow) — o]
1=1 k=1 J=1 i=1
a b c b [
s e 2 L 2 ) — D v
&= I ijk-| — ijk.] —
( b)( ) 1=1  j=1 k=1 j=1 Aé:
e b1 " b c
\
= 2 Swaf + X Mol
k=1 i=1 j=1 k=1
{ b c a . a
e S Sl S~ S
Sﬁ (a*—a)bc LAY : Zyuk ‘/-: ytjk ’
= - ie= =

8, — 1 \1 [( \w \1 Yo )z B \‘ ( \1 .'f.',-;,-.): 2

(a2 —a)b(c*—c) — o fned L
i=1 k=1 t=1 k=1
{‘1 I'l'1 g "1 <‘ .
T ( ?/m) gy Yijk.
k=1 i=1 t=1 k=1
1 a b 7 [ b o
F > ) = 3 v
Yiir | — Tl =
Sy = (a® —a)(b*—b)e — (2 Ly Yk : Yijke.
=1 el 1=1 j=1
b “ a b
5 2 Y \ Y
3wl 3 S
j=1 1=1 =] j=1
b c
L heAE
YR — (DI B Y IPYN
(a*—a)( )(c _c) =1 J=1 k=1 i=1 j=t k~1
b a e b c
\ 1/ o 2\ Al 1 B 3 AU
33 S - 35 S 3 (S
J=1  d=ml k=1 1 il i=1 j=1 k=1

c a b

fm]l kel i=1 j=1 k=1

)+

S3E 3 S35
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If we subject the observations to the translation: ¥, ¥, - f#, then S,
will be transformed as follows:

S;=Sw+_— y \ JlJli ﬂ2 w—l,.;,...,9.

i=1 j=l kal

Replacing S, by 8., does not change the estimators (7.5) and the second
estimator (7.6). These estimators are translation invariant.

8. Remarks The methods of estimation presented in the previous
chapters can be applied to every model based on a cross classification,
nested classification or the combination of both.

In the present paper the models have been considered in which the
interaction cffects between the random and fixed treatinents are corre-
lated. Same authors, e.g. Ifurukawa [1] assume that these effects are
independent. Such an assumption makes the problem of estimation easier.
This paper does not consider the case of lack of correlation separately.
The estimators for this case can be obtained by replacing in assumptions
and derivations the coefficients (¢ —1)a™" and ¢' by 1 and 0 respectively.
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STRESZCZENIE

W pracy tej znaleziono estymatory nieobecigozne komponentow wa-
riacyjnych w modelach mieszanych nieortogonalnych. Rozpatrzono modele
podwojnej i potréjnej klasyfikacji krzyzowej oraz trzy modele oparte
na kombinacji podwojnej klasyfikacji krzyzowej z hierarchiczng. Nie-
ktore ze znalezionych estymatorow sg niezmiennikami translacji danych
liczbowych.

PESIOME

B paGote npuBOAATCS HECMEIIENHbIC OUEHKH KOMIIOHEHT JMUCIEePCHIt
B HecOas1aHCHPOBAHHBIX CMELIAHHBIX MOLEIAX. PaccMaTpuBaioTCA Mo meIn
NBYX(haKTOPHOI 1 TPpeX(PaKTOPHOI NMEPEKPECTHLIX KiIaccHiKkailii i1 TpH
MOJ e, OCHOBaHHbIE HA KOMOMHAIMA jIBYX(aKTOPHOII IlepeKPeCcTHOl It He-
papxuueckoii wmaccupukaumii. IToaydenible OUEeHKH FBIAIOTCA B HEKO-
TOPLIX CIIy4aAX MHBAPHATHLIMH OTHOCHUTEILHO TpaHc.IALIIM YHCIEHHBIX
HAHHBIX.

7 — Annales






