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On the Speed of Convergence of Sums and Differences
O szybkosci zbfeznosci sum i réznic
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For practical purposes it is often desired to know whether one of
two considered sequences of functions of random variables converges
quicker to the limit variable than the other one. In the present work
we investigate two sequences: {Z,} of sums and {Y,} of differences, de-
fined as follows:

Let {X,} and {X;} be two independently obtained infinite sequences
of independent random variables such that for each value of j X; and
X; have a common distribution with all finite moments (with means

pu; and variances o}). Let us further assume that Liapounoff’s condition
is fulfilled, i. e.
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where f; is the absolute central moment of third order of random va-
riable X;.

We define cummulative sums S, and S, by relations

@ 8. = ¥,
ja=1

(3) 8= D Xj.
o

In view of our assumptions the sequences {S,} and {S,} tend assympto-
tically to normal variables according to the central limit theorem.



102 Marian Dabek

Let us form the sum Z, and the difference Y, of S, and S,:
(4) Za = Sn‘i“S:u
(4') Y, = 8,—8,.

Clearly, the sequences {Z,} and {Y,} are also convergent to normal
variables.

We raise now a question: does one of these two sequences converge
quicker to its limit variable than the other one, and if so, which of the
two?

Let C,(t) = C’x,(t) be the characteristic function of X; (and for that
matter of X;) . The characteristic function for Z, will be thus

(5) Cz, (1) = [] 16;)T
fm1
and for Y,
5 Cr, () =[], [T o).
(5) ¥ ﬂ 10) ﬁ 1(—)

It will be more convenient for us to use the logarithms of characteristic
functions (1. ¢. f. 8). Denoting

(6) Lx(t) = logsCx(t),

we have

(7) Lz, (1) = 2214;(‘)

and i

(7) Ly, (t) = ZL;UH;‘,:L:(—”-

Now let us consider new random variables

(8) U, = gL__LE_(Z_"),
dz”
®) =220,

Urs
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where E(Z,) and E(Y,) arc expectations and oz , oy, standard deviations
of Z, and Y, respectively. L.c.f.s of U, and V, are

L\ @Bz,
(9) Lo, () = Lz, (—) B
Uz” Gzn
i\ #@E(Y,
(©) Ly ) = Ly, (=) = 22,
Oy oy,

Expectations and variances of Z, and Y, may be expressed in terms of

(10) E(Z,) = 2m,, where m, = Y g,
£
(10’) E(Yn) = 0’
(11) oz, = oy, = 28,, where §; = Za}.
=1

Making use of (7), (7°) and (10), (10'), (11), we may write

X t \  i2m
(12) Ly (1) =2 L( —) — —,
a0 ,2, ¢ v’:zs?.) VoSt
- o=
(12%) Ly (8) = L( ) L(_)
Va () 2 ' l/ 8’2 12] 1'/283‘

L.c.f.s may be developed in power series with cumulants as coefficients

of powers of ¢, since random variables X, X; have finite moments of
all orders.

o\ 2 o0 U) ain
(13) Ly () = pyit+ aj (it) 4 2 =" (it)

2! v!

[ |

where x{) is the cumulant (semi-invariant) of order » of random va-
riable X;.

Applying (13) we obtain

. 00 ") 25\ -
(14) Ly, (,)_22[#;(40 aj (it)’* s 2 ) (it) ]_ 2;@ i
Y=l

Vs = 2128, & »!(28,)7" V282

-5 3 S

=1




104 Marian Dsabek

and similarily

H
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38 Iy, Z,lmz 21282 +§ @S yam

f=1

Lo 2 (—1)':«‘,2"9:)'] 4 +0 Z Z G
2128; — »1(283)" (2v)1(28%)

Comparing the above expressions for Ly, (1) and Ly, () we see that the
terms in the latter are all of even powers of t, while the former contains
also terms with odd powers of . Thus we are led to a conclusion that the
sequence {Lg;, (!)} may not converge quicker than the sequence {Ly (t)}.

Let us however make more precise the meaning of ,,quicker con-
vergence’’. Let us form absolute differences between Ly, (¢) and its limit
and between Ly (f) and its limit —¢?/2. The difference D between these
two absolute differences is

2

i
Ly, () + —

(15) D= ~|Zy, (z)+

If D >0 for all ¢ # 0, then the sequence Ly, (t) will be said to converge
quicker to —¢2/2 than the sequence Ly (t). If D = 0 for all ¢ + 0, then
the sequence Ly (t) will be said to converge as quickly to —¢*/2 as the
sequence Ly (¢).

The quicker convergence of Ly, () would imply the quicker conver-
gence of random variables V, which correspond to these 1. c.f.s, and
in consequence of the sequence Y, to its limit than of the sequence Z,
to its limit. Now we may formulate

Theorem 1.

The sequence of differences {Y,} defined in (4') where each pair of
independent variables X; and X; (belonging to two independently obtained
sequences {X;} and {X;}) has a common distribution with all finite mo-
ments and Liapounoff’s condition (1) fulfilled, converges to its limit
normal variable at least as quickly as sequence of sums {Z,} defined
in (4).

Proof. We denote that with real ¢t the real parts of Ly ()+t*/2 and
Ly (t)+1*/2 are equal (being composed of identical terms with even
powers of it. Since with real ¢ L, (t)+ t?/2 is pure real, while Ly, (t)+t*/2
may have an imaginary part (composed of terms with odd powers of it),
we may put
(16) Ly, (t)+ 12 = R@)+1(t)-i,

2

(16) Ly, {0+ 5 = R(t),
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where R(t) and I(t) are both real. then we obtain at once

(17) D = |[R()+1(t)il— |R(t) = VR )+ (1)— |R(t) >0,

for all ¢ ¢ 0, which proves the theorem.

Now, the equality in (17) obtains, if and on)y if I(t) = 0 for all ¢,
i. e. if all cumulants of odd orders vanish, which implies the symmetry
of all distributions of X; (and of X;). On the other hand the sharp in-
equality in (17) obtains, if and only if I(¢) # 0 for at least one value
of t, i. e. if at least one cumulant of odd order is not equal to zero, which
implies assymmetry for at least one distribution of X (and X;). Thus we
have

Theorem 2.

In the case of two independently obtained sequences {X,} and {X;}
of independent random variables X; and independent random variables
X; having for each value of j a common distribution with all finite mo-
ments and Liapounoff’s condition (1) fulfilled, the following holds:

a) If all distributions of X, (and A;) are symmetrical, then the se-
quence of differences {Y,} defined in (4') converges to its limit normal
variable as quickly as the sequence of sums {Z,} defined in (4) converges
to its limit normal variable;

b) If at least one distribution of X; (and of X;) is skew, then the
sequence of differences {Y,} converges quicker to its normal variable
than the sequence of sums {Z,} converges to its limit normal variable.

For an example we may take the differences of independent variables
xn and xn with n = 1,2, ... degrees of freedom as compared to the sums of
the said Chi-squares. y;, and yj are here considered as sums of n indepen-
dent random variables z; and y; respectively (i. e. as sums of independent
Chi-squares with one degree of freedom each). In the case of differences
we have symmetrical Bessel function distributions ([2], [(3]), and in the
case of sums we have skew y,. distributions with doubled degees of
freedom, and therefore the sequences of differences converges quicker
to its limit normal variable than the sequence of sums.

In a paper by M. Fisz ,,The limiting distribution of the difference
of two independent Poisson random variables” ([1]) two such variables
with generally different parameters i, and 4, were considered. If we put
A, = A3 = nl,, we shall have another special case of our theorem 2.
The author of the cited paper, whose main aim was to prove the con-
vergence of the difference of two independent Poisson random variables
to normal distribution, has noticed that the distribution of the difference
is cloger to normal distribution than the distribution of sums.
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Streszczenie

W pracy dowodzi si@, ze sposréd dwéch ciggéw sum i réznic okreslo-
nych przez (4) i (4') odpowiednio, gdzie {X,} i {X;} s dwoma niezaleznymi
ciagami zmiennych losowych niezaleznych o wspdlnych rozkladach,
cigg réznic jest nie wolniej zbiezny niz cigg sum, przypadek jednakowej
szybkosci zbieznosei zachodzi, gdy rozklady zmiennych losowych X; i X;
83 symetryczne.

Pe3lome

O cKopocTH CXOXMMOCTH CYMM M pa3HocTei

JoKka3niBaeTcA, 4TO M3 [BYX IIOCIE€0BaTeJbHOCTE CYMM M pa3Ho-
CTeil ompejejcHHHX 4Yepe3 (4) u (4'), rme (r;} u (x; | ABAAKOTCA He3aBH-
CUMBIMM IIOC/IEI0BATEJILHOCTAMM OJIMHAKOBO PpacnpelesieHHhX He3aBH-
CHMBIX BEJHYMH, NMOCJEXOBATEJILHOCTh PAa3HOCTEHl CXOXMTCH HeMeJIeHHei
4YeM [MOCJIel0BAaTENIbHOCTh CYMM, NMpHYeM clydait OXMHAKOBO}#i CKOPOCTH
CXOTMMOCTH MMe€eT MeCTO, KOrjJga pachpegesleHHA CIydaiHbIX Beauuun
T; U T; CUMMETPHYHHL



