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#### Abstract

The paper is devoted to the analysis of pointwise convergence of sequences of projections in $L_{p}$-spaces. Also some approximation problems for the operators in $L_{2}$-spaces are discussed.


1. Monotone sequences of projections in Banach spaces are important objects in both classical and functional analysis. Pointwise convergence theorems for the Fourier expansions with respect to general or special orthonormal systems of functions or martingale convergence theorems are typical classical examples concerning such sequences. One can say that all other results on the pointwise convergence of (monotone) sequences of projections are more or less connected with theorems just mentioned.

This paper is devoted to the analysis of the almost sure convergence of sequences of projections in $L_{p}$-spaces. The last sections of the paper are a survey of some results obtained recently by the authors. They concern several special problems arising in $L_{2}$ for sequences of orthogonal projections.

In the sequel, we shall also consider an 'unbounded' situation. That is why we adopt the following general definition.
2. Definition. Let $\left(A_{n}\right)$ be a sequence of bounded linear operators in $L_{p}$ over a probability space, say $(\Omega, \mathcal{F}, \mu)$, and let $A$ be linear (bounded or not). We say that ( $A_{n}$ ) converges to $A$ almost surely ( $A_{n} \rightarrow A$ a.s.) if $A_{n} f \rightarrow A f$ $\mu$-almost everywhere, for all $f \in D(A)$.

Let us start with some generalization of pointwise convergence theorems for conditional expectations.

A natural and important generalization of the classical martingale convergence theorem was obtained by E. Stein [17] who proved the following result.
3. Theorem. Let $\left(P_{n}\right)$ be an increasing sequence of positive orthogonal projections on $L_{2}(\Omega, \mathcal{F}, \mu)$. Then $\left(P_{n}\right)$ converges almost surely to its strong limit $P$.

The original proof of E. Stein was complicated. Very short and elegant proof was found by R. Duncan [8].

We say that an operator $T$ acting in $L_{p}(\Omega, \mathcal{F}, \mu)$ is a positive contractive projection (p.c.p.) if

$$
\begin{aligned}
& 1^{0} T f \geq 0 \text { a.e. for } f \geq 0 \text { a.e., } \\
& 2^{0}\|T\|_{p} \leq 1 \\
& 3^{0} T T^{2}=T
\end{aligned}
$$

A sequence ( $T_{n}$ ) of p.c.p. operators is increasing (decreasing, resp.) when $T_{n} T_{m}=T_{n \wedge m}\left(T_{n} T_{m}=T_{n \vee m}\right.$, resp.) for all $n, m \in \mathbf{N}$.
4. Theorem. (Martingale-type convergence theorem). Let $L_{p}=$ $L_{p}(\Omega, \mathcal{F}, \mu)$ with $p \geq 1$. Assume that $\left(T_{n}\right)$ is an increasing sequence of p.c.p. operators in $L_{p}$. Then $T_{n} \rightarrow T$ a.s. where $T$ is the limit of $\left(T_{n}\right)$ in the strong operator topology.

Our proof of the above theorem is different for $p>1$ and for $p=1$.
In the case $p>1$ the argument is based on the famous theorem of Akcoglu [1]. We just reduce the problem to the Akcoglu's maximal inequality via the result of Neveu [15] on the connection between ergodic theory and martingales. In the case $p=1$ we use the structure of positive contractive projections in $L_{1}$ and submartingale convergence theorem. Let us remark that in both cases i.e. simply for $p \geq 1$ it is possible to use the characterization of contractive projections in $L_{p}[2,7,13]$. In our argument we do not use this characterization, being rather advanced, and give a direct simple proof. This is possible because of the positivity of projections under consideration.

Let us fix $p>1$. In this case the proof is based on the following results.
(A) (Theorem of Akcoglu [1]). If $T: L_{p} \rightarrow L_{p}$ is a positive contraction, $p>1$, then the Dominated Ergodic Estimate holds for T. That is

$$
\|M f\|_{p} \leq \frac{p}{p-1}\|f\|_{p}, \quad \text { for each } f \in L_{p}
$$

where

$$
(M f)(\omega)=\sup _{n \geq 1}\left|\frac{1}{n} \sum_{k=0}^{n-1}\left(T^{k} f\right)(\omega)\right| .
$$

(B) Theorem of Neveu [15]. Let $\left(T_{n}\right)$ be p.c.p. operators in $L_{p}, p \geq 1$. Assume that the sequence $\left(T_{n}\right)$ is decreasing. Let $\left(a_{n}\right)$ be a sequence such that

$$
0=a_{0}<a_{1}<a_{2}<\ldots<a_{n}<\ldots<1, \quad \text { and } a_{n} \rightarrow 1 .
$$

Put $S=\sum_{s=1}^{\infty}\left(a_{s}-a_{s-1}\right) T_{s}$.
Then, obviously, $S$ is a positive contraction in $L_{p}$. Moreover, for each $\varepsilon>0$ one can choose ( $a_{s}$ ) in such a way that for some increasing sequence $\left(n_{s}\right)$ of positive integers, we have

$$
\begin{equation*}
\sum_{s=1}^{\infty} \| \frac{1}{n_{s}} \sum_{k=0}^{n_{s}-1} S^{k}-\left.T_{s}\right|_{p}<\varepsilon \tag{1}
\end{equation*}
$$

Going back to the proof of our theorem, let us assume that $\left(T_{n}\right)$ is an increasing sequence of p.c.p. operators in $L_{1}$.

Let us fix $N$ for a moment and put $T_{n}^{\prime}=T_{N-n+1}$, for $n=1,2, \ldots, N$, and $T_{n}^{\prime}=T_{1}$, for $n>N$. Then $T_{1}^{\prime} \geq T_{2}^{\prime} \geq \ldots$ Let $0<\varepsilon_{N} \rightarrow 0, \varepsilon_{N}<1$, for $N=1,2, \ldots$ By (B), for $N=1,2, \ldots$, we can choose $\left(a_{s}^{(N)}\right),\left(n_{s}^{(N)}\right)$ such that for

$$
S_{N}=\sum_{s=1}^{\infty}\left(a_{s}^{(N)}-a_{s-1}^{(N)}\right) T_{s}^{\prime}
$$

we have

$$
\begin{equation*}
\sum_{s=1}^{N}\left\|T_{s}^{\prime}-\frac{1}{n_{s}^{(N)}} \sum_{k=0}^{n_{s}^{(N)}-1} S_{N}^{k}\right\|_{p}<\varepsilon_{N} \tag{2}
\end{equation*}
$$

Let $f \in L_{p}, f \geq 0$. Putting

$$
\sigma_{s, N}=\frac{1}{n_{s}^{(N)}} \sum_{k=0}^{n_{s}^{(N)}-1} S_{N}^{k} f, \quad \gamma_{s, N}=T_{s}^{\prime} f-\sigma_{s, N}
$$

we can write $T_{s}^{\prime} f=\gamma_{s, N}+\sigma_{s, N}$. Thus $T_{s}^{\prime} f \leq g_{s, N}+\sigma_{s, N}$, where $g_{s, N}=$ $\left|\gamma_{s, N}\right|$. Consequently, for $f \in L_{p}, f \geq 0$, we have

$$
\sup _{1 \leq s \leq N} T_{s} f=\sup _{1 \leq s \leq N} T_{s}^{\prime} f \leq \sup _{1 \leq s \leq N} g_{s, N}+\sup _{1 \leq s \leq N} \sigma_{s, N} .
$$

By Akcoglu Theorem,

$$
\left\|\sup _{1 \leq s \leq N} \sigma_{s, N}\right\|_{p} \leq \frac{p}{p-1}\|f\|_{p}
$$

Moreover, by (2) and since $\varepsilon_{N}<1$,

$$
\begin{aligned}
\left\|\sup _{1 \leq s \leq N} g_{s, N}\right\|_{p}^{p} & =\int \sup _{1 \leq s \leq N}\left(g_{s, N}\right)^{p} \leq \int \sum_{s=1}^{N}\left(g_{s, N}\right)^{p} \\
& =\sum_{s=1}^{N} \int\left(g_{s, N}\right)^{p} \leq \sum_{s=1}^{N}\left[\int\left(g_{s, N}\right)^{p}\right]^{1 / p}=\sum_{s=1}^{N}\left\|g_{s, N}\right\|_{p}<\varepsilon_{N} .
\end{aligned}
$$

Finally, we get

$$
\left\|\sup _{1 \leq s \leq N} T_{s} f\right\|_{p} \leq \varepsilon_{N}^{1 / p}+\frac{p}{p-1}\|f\|_{p}, \quad N=1,2, \ldots
$$

Passing with $N \rightarrow \infty$, we obtain

$$
\left\|\sup _{s \geq 1} T_{s} f\right\|_{p} \leq \frac{p}{p-1}\|f\|_{p}
$$

which means that the Dominate Estimate holds for the sequence ( $T_{s}$ ) of our projections. This implies in a standard way, the a.e. convergence of $T_{s} f$ to $T f$, for every $f \in L_{p}$ (see, for example, [9], Chapter 1]).

Indeed, for functions $f$ of the form $f=f_{1}+f_{2}$, where $f_{1} \in \bigcup_{k \geq 1} T_{k}\left(L_{p}\right)$ and $f_{2} \in \bigcap_{k \geq 1} \operatorname{ker} T_{k}$, obviously, $T_{s} f \rightarrow T f$ a.e. Clearly, the set of such functions is dense in $L_{p}$.

Let us pass to the case $p=1$. Our proof is mostly based on the analysis of the structure of increasing sequences of p.c.p. operators.

The structure of p.c.p. operators in $L_{1}$ is known [2, 7, 13]. Our approach is rather different and seems to be more elementary and better fitting to the situation of positive projections we are just interested in. That is why we reproduce our argument in some details.

Before starting the proof of Theorem 4 we analyse in some details increasing sequences of p.c.p. operators in $L_{1}$.

Let us observe that for any positive nilpotent operator $N$ (i.e. satisfying $N^{2} f=0, N f \geq 0$ for $\left.f \geq 0\right)$ and for a set $\Omega_{0}=(N 1>0)$, we have

$$
\begin{equation*}
N 1_{\Omega_{0}^{\epsilon}}=1_{\Omega_{0}} N=N \tag{3}
\end{equation*}
$$

Roughly speaking, any positive nilpotent operator in $L_{1}$ 'transfers from $\Omega_{0}^{c}$ into $\Omega_{0}$. Indeed, we have, for $f \geq 0$,

$$
\begin{equation*}
\mathbf{1}_{(f>0)}=\lim _{n \rightarrow \infty} n\left(\frac{1}{n} \wedge f\right) . \tag{4}
\end{equation*}
$$

Thus, for $A \subset \Omega$, we obtain

$$
N 1_{A} \leq N \lim _{n \rightarrow \infty} n\left(\frac{1}{n} \wedge N 1\right) \leq \lim _{n \rightarrow \infty} n N^{2} 1=0
$$

Obviously, the set $\Omega_{0}$ in (3) is not uniquely determined by $N$.
It is natural to distinguish a class of regular p.c.p. operators. We adopt the following definition.
5. Definition. Let $\Omega_{0} \in \mathcal{F}$. We say that a p.c.p. operator $T$ is $\Omega_{0}$-regular if $\Omega_{0}=(T 1>0)$ and $T 1_{\Omega_{0}^{c}}=0$. $\Omega$-regular $T$ is said to be regular.

Obviously, $T 1=T 1_{\Omega_{0}}$ for any $\Omega_{0}$-regular $T$.
Clearly, any p.c.p. $\Omega_{0}$-regular operator can be identified with the regular p.c.p. operator acting in $L_{1}\left(\Omega_{0}, \mathcal{F}_{0}, \mu_{0}\right)$ where $\mathcal{F}_{0}$ ( $\mu_{0}$, resp.) is restriction of $\mathcal{F}\left(\mu\right.$, resp. ) on $\Omega_{0}$.

Let us remark that for any p.c.p. $\Omega_{0}$-regular operator $T^{(r)}$ and any positive contractive nilpotent operator $N$ satisfying (3) and

$$
\begin{equation*}
N\left(L_{1}\right) \subseteq T^{(r)}\left(L_{1}\right) \tag{5}
\end{equation*}
$$

the sum $T=T^{(r)}+N$ is a p.c.p. operator.
We are in a position to formulate the following representation theorem
6. Proposition. Every p.c.p. operator in $L_{1}$ is the sum

$$
T=T^{(r)}+N
$$

where $T^{(r)}$ is an $\Omega_{0}$-regular p.c.p. operator and $N$ is a positive contractive nilpotent operator satisfying (3) and (5) (with $\Omega_{0}=\left(T^{\prime} 1>0\right)$ ). Moreover, the regular part $T^{(r)}$ is of the form

$$
\begin{equation*}
T^{(r)} f=\varphi \mathbb{E}^{\boldsymbol{X}} f \tag{6}
\end{equation*}
$$

with a $\sigma$-field $\mathfrak{A} \subset \mathcal{F}_{0}$ such that $\Omega_{0}^{c}$ is its atom and a function $\varphi$ satisfying $(\varphi>0)=\Omega_{0}$ and $\mathbb{E}^{\mathfrak{A}} \varphi=1$. Then $\varphi=T 1_{\Omega_{0}}$ and

$$
\mathfrak{A}=\left\{A \in \mathcal{F}: T\left(1_{A} \varphi\right)=1_{A} \varphi\right\}
$$

Proof. Let as previously $\Omega_{0}=(T 1>0)$. Put

$$
N f=T 1_{\Omega_{\mathrm{c}}} f, \quad T^{(r)} f=T 1_{\Omega_{0}} f
$$

for $f \in L_{1}(\Omega, \mathcal{F}, \mu)$. Then $N$ is a positive contraction and, for $A \in \mathcal{F}$,

$$
N N 1_{A} \leq T 1_{\Omega_{0}^{c}} T 1 \leq T 1_{\Omega_{0}^{c}}\left(1_{\Omega_{0}} T 1\right)=0
$$

so $N^{2}=0$. Obviously, $T^{(r)} 1_{\Omega_{0}^{c}}=0,\left(T^{(r)} \mathbf{1}_{\Omega_{0}}>0\right)=\left(T^{(r)} 1>0\right)=\Omega_{0}$.
It remains to show that $T^{(r)}$ is of form (6). Clearly, it is enough to consider the case $\Omega_{0}=\Omega$.

Let us assume that $T$ is a regular p.c.p. operator and $\varphi=T 1$. Then $\mu(\varphi>0)=1$.

Let us put $\mathfrak{A}=\left\{A \in \mathcal{F}: T\left(\varphi \cdot \mathbf{1}_{A}\right)=\varphi \cdot \mathbb{1}_{A}\right\} . \mathfrak{A}$ is a $\sigma$-field. In fact, let $A, B \in \mathfrak{A}$ which means that $T\left(\varphi \cdot 1_{A}\right)=\varphi \cdot 1_{A}$ and $T\left(\varphi \cdot 1_{B}\right)=\varphi \cdot \mathbf{1}_{B}$. But $\varphi \cdot \mathbf{1}_{A \cap B} \leq \varphi \cdot \mathbf{1}_{A}$, so $T\left(\varphi \cdot \mathbf{1}_{A \cap B}\right) \leq T\left(\varphi \cdot 1_{A}\right)=\varphi \cdot \mathbf{1}_{A}$. Similarly, $T\left(\varphi \cdot \mathbf{1}_{A \cap B}\right) \leq \varphi \cdot \mathbf{1}_{B}$. Consequently, $T\left(\varphi \cdot \mathbf{1}_{A \cap B}\right) \leq\left(\varphi \cdot \mathbf{1}_{A}\right) \wedge\left(\varphi \cdot \mathbf{1}_{B}\right)=$ $\varphi\left(\mathbf{1}_{A} \wedge \mathbf{1}_{B}\right)=\varphi \cdot \mathbf{1}_{A \cap B}$. On the other hand, since $T$ preserves the integral, we have $\int T\left(\varphi \cdot \mathbf{1}_{A \cap B}\right)=\int \varphi \cdot \mathbf{1}_{A \cap B}$, thus $T\left(\varphi \cdot \mathbf{1}_{A \cap B}\right)=\varphi \cdot \mathbf{1}_{A \cap B}$ which means that $A \cap B \in \mathfrak{A}$. The rest is standard.

Now, we observe that for $x \in L_{1}$ we have $T x=x$ if and only if $x / \varphi$ is an $\mathfrak{A}$-measurable function. In fact, let $T x=x$ and $\alpha \in \mathbb{R}$. Then $(x / \varphi>\alpha)$ $=(x-\alpha \varphi>0)$ and $T(x-\alpha \varphi)=x-\alpha \varphi$, so it is enough to show $(x>0) \in \mathfrak{A}$. Let us assume additionally that $x \geq 0$. Using the fact that for every function $z: \Omega \rightarrow \mathbb{R}, z \geq 0, n\left(z \wedge \frac{1}{n}\right) \rightarrow \mathbf{1}_{(z>0)}, n \rightarrow \infty$, we get

$$
n(x \wedge \varphi / n)=\varphi \cdot n\left(x / \varphi \wedge \frac{1}{n}\right) \rightarrow \varphi \cdot \mathbf{1}_{(x / \varphi>0)}=\varphi \cdot \mathbf{1}_{(x>0)}, \quad n \rightarrow \infty \text { a.e. }
$$

But

$$
T(x \wedge \varphi / n)=T x \wedge T(\varphi / n)=x \wedge \varphi / n
$$

so

$$
\left(n(x \wedge \varphi / n)=T(n(x \wedge \varphi / n)) \rightarrow T\left(\varphi \cdot 1_{(x>0)}\right), \quad n \rightarrow \infty\right.
$$

Thus $T\left(\varphi \cdot \mathbf{1}_{(x>0)}\right)=\varphi \cdot \mathbf{1}_{(x>0)}$ and consequently, $(x>0) \in \mathfrak{A}$.
For an arbitrary $x \in L_{1}$ with $T x=x$ it suffices to consider the decomposition $x=x^{+}-x^{-}\left(\right.$where $\left.x^{+}=x \vee 0\right)$ because $T x^{ \pm}=x^{ \pm}$. Then $x / \varphi$ is $\mathfrak{A}$-measurable.

Conversely, if $x / \varphi$ is $\mathfrak{A}$-measurable, then $x / \varphi$ is the a.e.-limit of simple functions of the form $\sum_{k} \alpha_{k} 1_{A_{k}}$ with $A_{k} \in \mathfrak{A}$. Thus $x$ is the a.e.-limit of the functions $\sum_{k} \alpha_{k} \cdot \varphi \cdot 1_{A_{k}}=T\left(\sum_{k} \alpha_{k} \cdot \varphi \cdot 1_{A_{k}}\right)$, so $x=T x$.

Since $T=T^{2}$, the above observation implies that $T x / \varphi$ is $\mathfrak{A}$-measurable for $x \in L_{1}$.

Next, let us remark that

$$
\begin{equation*}
T 1_{A}=\varphi \cdot \mathbf{1}_{A} \quad \text { for } A \in \mathfrak{A} . \tag{7}
\end{equation*}
$$

In fact, for suitable $0<\alpha \searrow 0, B \nearrow A, B \in \mathfrak{A}$, we have $\alpha \mathbf{1}_{B} \leq \varphi \cdot 1_{A}$. Thus, $T 1_{B} \leq \frac{1}{\alpha} T\left(\varphi \cdot 1_{A}\right)=\frac{1}{\alpha} \varphi \cdot 1_{A}$. But $T 1_{B} \leq \varphi$, so $T 1_{B} \leq \varphi \wedge \frac{1}{\alpha} \varphi \cdot 1_{A} \leq \varphi \cdot 1_{A}$ for sufficiently small $\alpha$. Hence $T 1_{A} \leq \varphi \cdot 1_{A}$. If the sharp inequality $T 1_{A}<\varphi \cdot 1_{A}$ were true on some set $C$ of positive measure then, replacing $A$ by $A^{c}$, we would have $\varphi=T 1<\varphi$ on $C$, a contradiction. Thus, we get $T 1_{A}=\varphi 1_{A}$.

The last equality leads immediately to

$$
\int_{A} 1=\int T\left(\mathbf{1}_{A}\right)=\int \varphi \cdot \mathbf{1}_{A}=\int_{A} \varphi, \text { for } A \in \mathfrak{A}
$$

which means $\mathbb{E}^{\boldsymbol{\alpha}} \varphi=1$.
Now, let us notice that, for $0 \leq x \leq \varphi$, we have

$$
\begin{equation*}
T\left(x \mathbf{1}_{A}\right)=(T x) \mathbf{1}_{A} \quad \text { for } A \in \mathfrak{A} . \tag{8}
\end{equation*}
$$

Indeed, $x \cdot \mathbf{1}_{A} \leq \varphi \cdot \mathbf{1}_{A}$ implies $T\left(x \cdot \mathbf{1}_{A}\right) \leq T\left(\varphi \cdot \mathbf{1}_{A}\right)$ and $x \cdot \mathbf{1}_{A} \leq x$ implies $T\left(x \cdot \mathbf{1}_{A}\right) \leq T x$. Consequently $T\left(x \cdot \mathbf{1}_{A}\right) \leq T x \wedge \varphi \cdot \mathbf{1}_{A}=(T x \wedge \varphi) \cdot \mathbf{1}_{A}=$ $(T x) \cdot 1_{A}$. This implies (8) in the same way as in the proof of formula (7). Let us notice that the assumption $x \leq \varphi$, used in the proof of (8), is not essential because for $x \geq 0$ one can easily find a sequence $\left(y_{s}\right)$ with $0 \leq y_{s} \leq \varphi$ and such that $x=\sum_{s} y_{s}$.

Finally, for $x \geq 0, A \in \mathfrak{A}$ we obtain by (8)

$$
\begin{aligned}
\int_{A} x=\int T\left(x \mathbf{1}_{A}\right) & =\int(T x) \cdot \mathbf{1}_{A}=\int \frac{T x}{\varphi} \cdot \varphi \cdot \mathbf{1}_{A}=\int \mathbb{E}^{\mathfrak{A}}\left(\frac{T x}{\varphi} \cdot \varphi \cdot \mathbf{1}_{A}\right) \\
& =\int \frac{T x}{\varphi} \cdot \mathbf{1}_{A} \cdot \mathbb{E}^{\mathbf{A}} \varphi=\int_{A} \frac{T x}{\varphi}
\end{aligned}
$$

Hence

$$
\int_{A} f=\int_{A} \frac{T f}{\varphi} \text { for } f \in L_{1}
$$

which means that $\mathbb{E}^{\boldsymbol{a}} f=\frac{T f}{\varphi}$ for $f \in L_{1}$.
We conclude this section describing the inequality $T_{1} \leq T_{2}$ for p.c.p. operators.
7. Proposition. For any two regular p.c.p. operators in $L_{1}$, say $T_{1}=$ $\varphi_{1} \mathbb{E}^{\mathfrak{A}_{1}}, T_{2}=\varphi_{2} \mathbb{E}^{\mathfrak{A}_{2}}$, the following are equivalent
(i) $T_{1} \leq T_{2}$ (that is $\operatorname{ker} T_{2} \subseteq \operatorname{ker} T_{1}$ and $T_{1}\left(L_{1}\right) \subseteq T_{2}\left(L_{1}\right)$, or, equivalently, $T_{1} T_{2}=T_{2} T_{1}=T_{1}$;
(ii) $T_{1}\left(L_{1}\right) \subseteq T_{2}\left(L_{1}\right)$;
(iii) $\mathfrak{A}_{1} \subseteq \mathfrak{A}_{2}, \varphi_{2}=\frac{\varphi_{1}}{\mathbb{E}^{2_{2} \varphi_{1}}}$.

Proof. (i) $\Rightarrow$ (ii) obvious.
(ii) $\Rightarrow$ (iii). Clearly $T_{1} 1=\varphi_{1} \in T_{1}\left(L_{1}\right) \subset T_{2}\left(L_{1}\right)$, so $\varphi_{1}=T_{2} \varphi_{1}=$ $\varphi_{2} \mathbb{E}^{\mathfrak{A}_{2}} \varphi_{1}$. To prove the inclusion $\mathfrak{A}_{1} \subseteq \mathfrak{A}_{2}$, let us take $A \in \mathfrak{A}_{1}$. That means that $\varphi_{1} \mathbf{1}_{A}=T_{1}\left(\varphi_{1} \mathbf{1}_{A}\right)$ and (ii) implies $\varphi_{1} \mathbf{1}_{A} \in T_{2}\left(L_{1}\right)$. Thus $\varphi_{1} \mathbf{1}_{A}=$ $\varphi_{2} \mathbb{E}^{\mathfrak{A}_{2}} g$, for some $g$. Consequently,

$$
1_{A}=\frac{\varphi_{2}}{\varphi_{1}} \mathbb{E}^{\mathfrak{\alpha}_{2}} g=\frac{1}{\mathbb{E}^{\alpha_{2}} \varphi_{1}} \mathbb{E}^{\mathfrak{\alpha}_{2}} g
$$

so $1_{A}$ is $\mathfrak{A}_{2}$-measurable.
(iii) $\Rightarrow$ (i). Under asssumption (iii)

$$
T_{1} T_{2} f=\varphi_{1} \mathbb{E}^{\mathfrak{A}_{1}}\left(\varphi_{2} \mathbb{E}^{\mathfrak{Q}_{2}} f\right)=\varphi_{1} \mathbb{E}^{\mathfrak{A}_{1}} \mathbb{E}^{\mathfrak{A}_{2}}\left(\varphi_{2} \mathbb{E}^{\mathfrak{A}_{2}} f\right)=\varphi_{1} \mathbb{E}^{\mathfrak{A}_{1}} f=T_{1} f
$$

since $\mathbb{E}^{\mathfrak{A}_{2}} \varphi_{2}=1$,

$$
T_{2} T_{1} f=\varphi_{2} \mathbb{E}^{\mathfrak{A}_{2}}\left(\varphi_{1} \mathbb{E}^{\mathfrak{A}_{1}} f\right)=\frac{\varphi_{1}}{\mathbb{E}^{\mathfrak{A}_{2}} \varphi_{1}}\left(\mathbb{E}^{\mathfrak{A}_{2}} \varphi_{1}\right)\left(\mathbb{E}^{\mathfrak{A}_{1}} f\right)=T_{1} f
$$

It is worth noting that if p.c.p. operators $T_{1}, T_{2}$ are not regular, then the inclusion $T_{1}\left(L_{1}\right) \subseteq T_{2}\left(L_{1}\right)$ does not imply the inequality of projections $T_{1} \leq T_{2}$.

By Proposition 6, every p.c.p. operator $T$ is of the form

$$
T=\varphi \mathbb{E}^{\mathfrak{A}}\left(1_{\Omega_{0}} \cdot\right)+N\left(1_{\Omega_{0}^{c} \cdot}\right)
$$

so we can write shortly $T=\left(\Omega_{0}, \varphi, \mathfrak{A}, N\right)$.
In the proof of a strong limit theorem for increasing sequence of projections we shall use the following consequence of the inequality between two p.c.p. operators.
8. Proposition. Let $T_{s}=\left(\Omega_{s}, \varphi_{s}, \mathfrak{A}_{s}, N_{s}\right), s=1,2$ be two arbitrary p.c.p. operators. Then we have that
(A) The inclusion $T_{1}\left(L_{1}\right) \subseteq T_{2}\left(L_{1}\right)$ implies the following conditions $1^{0} \quad \Omega_{1} \subseteq \Omega_{2} ;$
$2^{0} \Omega_{1} \in \mathfrak{H}_{2}$;
$3^{0} \quad 1_{\Omega_{1}} \varphi_{2}=1_{\Omega_{1}} \frac{\varphi_{1}}{\mathbb{E}^{\alpha_{2} \varphi_{1}}} ;$
$4^{0} \mathfrak{A}_{1} \subset \mathfrak{A}_{2} \cap \Omega_{1}$.
(B) The inequality $T_{1} \leq T_{2}$ additionally implies $5^{0} \mathbb{E}^{\mathscr{X}_{1}} N_{1} 1_{\Omega_{2}} f \geq \mathbb{E}^{\mathscr{Q}_{1}}\left(\mathbf{1}_{\Omega_{1}} N_{2} f\right)$.

Proof. Assume that $T_{1}\left(L_{1}\right) \subseteq T_{2}\left(L_{1}\right)$. Then we have
$1^{0} \Omega_{1}=\left(T_{1} 1>0\right)=\left(T_{2} T_{1} 1>0\right)=\left(\varphi_{2} \mathbb{E}^{\mathfrak{X}_{2}}\left(T_{1} 1\right)>0\right) \subseteq\left(\varphi_{2}>0\right)=$ $\Omega_{2}$.
$2^{0} T_{1} 1=\varphi_{2} \mathbb{E}^{\mathfrak{A}_{2}}\left(T_{1} 1\right),\left(\varphi_{2}>0\right) \Omega_{2} \supset \Omega_{1}$, so $\left(T_{1} 1>0\right)=\left(\mathbb{E}^{\mathfrak{A}_{2}}\left(T_{1} 1\right)>\right.$ $0) \in \mathfrak{A}_{2}$.
$3^{0}$ Obviously, $T_{2} T_{1}=T_{1}$. Thus $\varphi_{2} \mathbb{E}^{\mathfrak{A}_{2}}\left(\varphi_{1} \mathbb{E}^{\mathfrak{X}_{2}} 1_{\Omega_{1}}\right)=\varphi_{1} \mathbb{E}^{\mathfrak{A}_{1}} 1_{\Omega_{1}}$ so $1_{\Omega_{1}} \varphi_{2} \mathbb{E}^{\boldsymbol{\alpha}_{2}} \varphi_{1}=1_{\Omega_{1}} \varphi_{1}$.
$4^{0}$ Let $A \in \mathfrak{A}_{1}, A \subset \Omega_{1}$. That means that

$$
\mathbf{1}_{A} \varphi_{1}=T_{1}\left(1_{A} \varphi_{1}\right)=T_{2}\left(\mathbf{1}_{A} \varphi_{1}\right)=\varphi_{2} \mathbb{E}^{\mathfrak{A}_{2}}\left(1_{A} \varphi_{1}\right) .
$$

Consequently,

$$
\mathbf{1}_{A}=\frac{\varphi_{2}}{\varphi_{1}} \mathbb{E}^{\mathfrak{A}_{2}}\left(\mathbf{1}_{A} \varphi_{1}\right)=\frac{1}{\mathbb{E}^{\boldsymbol{\alpha}_{2}} \varphi_{1}} \mathbb{E}^{\mathfrak{A}_{2}}\left(\mathbf{1}_{A} \varphi_{1}\right) \text { is } \mathfrak{A}_{2} \text {-measurable. }
$$

Part (A) is thus proved.
Inequality $5^{0}$ concerning the nilpotents is a consequence of the additional assumption ker $T_{1} \supseteq$ ker $T_{2}$. Indeed, for $f \geq 0,(f>0) \subset \Omega_{2}^{c}$, we have $N_{2} f=T_{2} f$ and $T_{2}\left(-N_{2} f+f\right)=-N_{2} f+T_{2} f=0$. In consequence,

$$
\begin{aligned}
0 & \left.=T_{1}\left(-N_{2} f+f\right)=-T_{1}\left(\mathbf{1}_{\Omega_{1}} N_{2} f+\mathbf{1}_{\Omega_{1} \cap \Omega_{2}} N_{2} f\right)+T_{1} f\right) \\
& =-T_{1}^{(r)} \mathbf{1}_{\Omega_{1}} N_{2} f-N_{1} \mathbf{1}_{\Omega_{1} \cap \Omega_{2}} N_{2} f+N_{1} f \\
& =-\varphi_{1} \mathbb{E}^{\mathbb{Q}_{1}} \mathbf{1}_{\Omega_{1}} N_{2} f-N_{1} N_{2} f+N_{1} f .
\end{aligned}
$$

Thus, as $N_{1} \cdot=\left(\varphi_{1} \mathbb{E}^{\mathscr{A}_{1}} 1_{\Omega_{1}}\right) N_{1} \cdot$, we get $5^{0}$.
Remark. Actually, we have proved the following characterizations (which are interesting themselves, though they will not be used.
(A') The inclusion $T_{1}\left(L_{1}\right) \supseteq T_{2}\left(L_{1}\right)$ is equivalent to $1^{0}-4^{0}$.
( $\mathrm{B}^{\prime}$ ) The inequality $T_{1} \leq T_{2}$ is equivalent to $1^{0}-4^{0}$ and

$$
\begin{equation*}
\mathbb{E}^{\mathfrak{x}_{1}} N_{1} 1_{\Omega_{2}^{c}} f=\mathbb{E}^{\mathfrak{x}_{1}} 1_{\Omega_{1}} N_{2} f+\mathbb{E}^{\mathfrak{x}_{1}} N_{1} N_{2} f . \tag{00}
\end{equation*}
$$

This can be obtained by the use of Theorem 1 and the implication

$$
1_{\Omega_{1}^{\mathrm{e}} \cap \Omega_{2}} f \in \operatorname{ker} T_{2} \text { implies } 1_{\Omega_{1}^{\mathrm{c}} \cap \Omega_{2}} f=0 .
$$

Now we go back to the proof of Theorem 4 in the case $p=1$.

First, let us remark that our theorem holds for the regular p.c.p. operators. Indeed, in this case, by Proposition 8 we have that

$$
T_{n} f=\varphi_{n} \mathbb{E}^{\mathbf{X}_{n}} f
$$

with an increasing sequence ( $\mathfrak{A}_{n}$ ) of $\sigma$-fields and $\varphi_{n}=\frac{\varphi_{1}}{\mathrm{E}^{\alpha_{n}} \varphi_{1}}$. It is enough to apply the martingale convergence theorem.

Now, let $T_{1} \leq T_{2} \leq \ldots$ be p.c.p. operators. Let, according to Proposition $6, \Omega_{n}=\left(T_{n} 1>0\right)$ and

$$
\begin{aligned}
& T_{n}=T_{n}^{(r)}+N_{n}, \\
& T^{(r)} f=\varphi_{n} \mathbb{E}^{\mathfrak{a}_{n}} f
\end{aligned}
$$

with $\left(\varphi_{n}>0\right)=\Omega_{n} \in \mathfrak{A}_{n}, \mathbb{E}^{\mathfrak{A}_{n}} \varphi_{n}=1$. Moreover,

$$
N_{n}=1_{\Omega_{n}} N_{n} 1_{\Omega_{n}^{c}} .
$$

Then, by Proposition $8, \Omega_{1} \subseteq \Omega_{2} \subseteq \ldots$ Let us fix arbitrary $n_{0} \geq 1$. In the sequel always $n \geq n_{0}$ and $f$ denotes a fixed positive function. Obviously, ${ }^{1}\left(\mathrm{U}_{n>1} \Omega_{n}\right){ }^{c} T_{n} f \leq 1_{\Omega_{n}^{c}} T_{n} f=0$. It is enough to show that $\left(1_{\Omega_{n_{0}}} T_{n} f\right)$ converges a.e.

Step 1. $\mathbf{1}_{\Omega_{n_{0}}} T_{n}^{(r)} f$ converges a.e. Indeed, for $n \geq n_{0}, \Omega_{n_{0}} \in \mathfrak{A}_{n}$ by Proposition 8 . This implies that the operators

$$
\begin{equation*}
1_{\Omega_{n_{0}}} \varphi_{n} \mathbb{E}^{\mathfrak{a n}_{n}}, \quad n \geq n_{0} \tag{9}
\end{equation*}
$$

are $\Omega_{n_{0}}$-regular p.c.p. Obviously, they can be treated as regular operators acting in the space $L_{1}\left(\Omega_{n_{0}}, \mathcal{F}_{n_{0}}, \mu_{n_{0}}\right)$ being the restriction of $L_{1}(\Omega, \mathcal{F}, \mu)$ on $\Omega_{n_{0}}$. By Proposition 7, sequence (9) is increasing in $L_{1}\left(\Omega_{n_{0}}\right)$ so it converges $\mu$-almost everywhere.

Step 2. $\mathbf{1}_{\Omega_{n_{0}}} N_{n} f$ converges a.e. Indeed, for a sequence of functions

$$
\xi_{n}=\mathbb{E}^{\mathfrak{A}_{n}} 1_{\Omega_{n_{0}}} N_{n} f, \quad n \geq n_{0}, \quad f \geq 0
$$

defined on $\Omega_{n_{0}}$, one has, by Proposition 8,

$$
\begin{aligned}
\mathbb{E}^{\mathfrak{X}_{n}} \xi_{n+1} & =1_{\Omega_{n_{0}}} \mathbb{E}^{\mathfrak{X}_{n}} N_{n+1} f \leq 1_{\Omega_{n_{0}}} \mathbb{E}^{\mathfrak{X}_{n}} N_{n} 1_{\Omega_{n+1}^{c}} f \\
& \leq 1_{\Omega_{n_{0}}} \mathbb{E}^{\mathfrak{X}_{n}} N_{n} f=\xi_{n} .
\end{aligned}
$$

Consequently, $\left(\xi_{n}\right)$ converges a.e. as a supermartingale. Thus the sequence $1_{\Omega_{n_{0}}} N_{n} f=\varphi_{n} \mathbb{E}^{2_{n}} 1_{\Omega_{n_{0}}} N_{n} f=\varphi_{n} \xi_{n}$ converges a.e.

For decreasing sequence of p.c.p. operators in $L_{p}$ the a.s. convergence depends heavily on $p$. Namely, we have the following result.
9. Theorem. If $\left(T_{n}\right)$ is a decreasing sequence of p.c.p. operators in $L_{p}$ ( $p>1$ ), then $T_{n} \rightarrow T$ a.s. but there exists a decreasing sequence of regular p.c.p. operators in $L_{1}$ which does not converge almost surely.

Proof. The case $p>1$ can be considered in the same way as in the proof of Theorem 4, even easier (because we do not need to pass from increasing ( $T_{n}$ ) to decreasing ( $T_{n}^{\prime}$ ) to use the result of Neveu).

Thus it remains to construct a suitable decreasing sequence ( $T_{n}$ ) of regular p.c.p. operators which does not converge almost surely.

To this end we construct a probability space $(\Omega, \mathcal{F}, P)$, a decreasing sequence $\left(\mathfrak{A}_{n}\right)$ of sub- $\sigma$-ideals of $\mathcal{F}$ and a sequence $\left(\varphi_{n}\right)$ of strictly positive measurable functions on $(\Omega, \mathcal{F})$ satisfying the conditions

$$
\begin{equation*}
\varphi_{n}=\frac{\varphi_{n+1}}{\mathbb{E}^{\alpha_{n}} \varphi_{n+1}} \tag{10}
\end{equation*}
$$

in particular,

$$
\begin{equation*}
\mathbb{E}^{\mathfrak{A}_{n}} \varphi_{n}=1, \quad n=1,2, \ldots, \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\varphi_{n} \text { does not converge } P \text {-a.s. } \tag{12}
\end{equation*}
$$

Then, obviously, it is enough to put $T_{n} f=\varphi_{n} \mathbb{E}^{\mathfrak{A}_{\mathrm{n}}} f$ for $f \in L_{1}(\Omega, \mathcal{F}, P)$, because by (10) and (11), ( $T_{n}$ ) is decreasing sequence of p.c.p. operators, and by (12) $T_{n} 1=\varphi_{n} \rightarrow$ a.s.

By $\mathcal{B}[\alpha, \beta]$ we denote the $\sigma$-field of Borel subsets of the interval $[\alpha, \beta]$. For $a \in[0,1]$ we set $B_{a}=\mathcal{B}[0, \alpha] \cup\{[a, 1]\}$. Let us consider a product probability space $(\Omega, \mathcal{F}, P)=([0,1], \mathcal{B}[0,1], \lambda)^{\infty}$, where $\lambda$ denotes the Lebesgue measure on $[0,1]$.

For a sequence ( $n_{1}, n_{2}, \ldots$ ) of positive integers (which will be fixed later) we define a decreasing sequence $\left(\mathfrak{H}_{n}\right)$ of $\sigma$-fields by putting

$$
\begin{aligned}
& \mathfrak{A}_{1}=\frac{B_{n_{1}-1}}{2 n_{1}} \otimes B_{1} \otimes B_{1} \otimes \ldots \\
& \mathfrak{A}_{2}=\frac{B_{n_{1}-2}}{2 n_{1}} \otimes B_{1} \otimes B_{1} \otimes \ldots
\end{aligned}
$$

$$
\begin{align*}
& \mathfrak{A}_{n_{1}}=\frac{B_{0}}{2 n_{1}} \otimes B_{1} \otimes B_{1} \otimes \ldots  \tag{13}\\
& \mathfrak{A}_{n_{1}+1}=B_{0} \otimes \frac{B_{n_{2}-1}}{2 n_{2}} \otimes B_{1} \otimes \ldots
\end{align*}
$$

$$
\begin{aligned}
& \mathfrak{A}_{n_{1}+n_{2}}=B_{0} \otimes \frac{B_{0}}{2 n_{2}} \otimes B_{1} \otimes \ldots \\
& \mathfrak{A}_{n_{1}+n_{2}+1}=B_{0} \otimes B_{0} \otimes \frac{B_{n_{3}-1}}{2 n_{3}} \otimes B_{1} \otimes \ldots
\end{aligned}
$$

We define on $(\Omega, \mathcal{F}, P)$ a sequence of measurable functions $\left(\psi_{k}\left(\omega_{1}, \omega_{2}, \ldots\right)\right.$, $k=1,2, \ldots$ ) by putting

$$
\begin{equation*}
\psi_{1}\left(\omega_{1}, \omega_{2}, \ldots\right)=\left(\mathbf{1}_{\left[0, \frac{n_{1}-1}{2 n_{1}}\right)}+\alpha_{1}^{(1)} \mathbf{1}_{\left[\frac{n_{1}-1}{2 n_{1}}, \frac{n_{1}}{2 n_{1}}\right)}+\frac{1}{2} \mathbf{1}_{\left[\frac{n_{1}}{2 n_{1}}, 1\right]}\right)\left(\omega_{1}\right) \tag{14}
\end{equation*}
$$

$$
\begin{aligned}
& \psi_{n_{1}}\left(\omega_{1}, \omega_{2}, \ldots\right)=\left(\mathbf{1}_{\left[0, \frac{0}{2 n_{1}}\right)}+\alpha_{n_{1}}^{(1)} \mathbf{1}_{\left[0, \frac{1}{2 n_{1}}\right)}+\frac{1}{2} \mathbf{1}_{\left[\frac{1}{2 n_{1}}, 1\right]}\right)\left(\omega_{1}\right) \\
& \psi_{n_{1}+1}\left(\omega_{1}, \omega_{2}, \ldots\right)=\left(\mathbf{1}_{\left[0, \frac{n_{3}-1}{2 n_{3}}\right)}+\alpha_{n_{1}}^{(2)} \mathbf{1}_{\left[\frac{n_{2}-1}{2 n_{2}}, \frac{n_{2}}{2 n_{2}}\right)}+\frac{1}{2} \mathbf{1}_{\left[\frac{n_{2}}{2 n_{2}}, 1\right]}\right)\left(\omega_{2}\right)
\end{aligned}
$$

$$
\psi_{n_{1}+n_{2}}\left(\omega_{1}, \omega_{2}, \ldots\right)=\left(1_{\left[0, \frac{0}{2 n_{2}}\right)}+\alpha_{n_{2}}^{(2)} 1_{\left[0, \frac{1}{2 n_{2}}\right)}+\frac{1}{2} 1_{\left[\frac{1}{2 n_{2}}, 1\right]}\right)\left(\omega_{2}\right)
$$

$$
\psi_{n_{1}+n_{2}+1}\left(\omega_{1}, \omega_{2}, \ldots\right)=\left(1_{\left[0, \frac{0}{n_{3}-1}\right)}+\alpha_{1}^{(3)} 1_{\left[\frac{n_{3}-1}{2 n_{3}}, \frac{n_{3}}{2 n_{3}}\right)}+\frac{1}{2} 1_{\left[\frac{n_{3}}{2 n_{3}}, 1\right]}\right)\left(\omega_{3}\right)
$$

We postulate that $\int_{\Omega} \psi_{k} d p=1$. It is equivalent to the condition

$$
\begin{equation*}
\frac{n_{m}-i}{2 n_{m}}+\alpha_{i}^{(m)} \frac{1}{2 n_{m}}+\frac{1}{2} \frac{n_{m}+i-1}{2 n_{m}}=1 . \tag{15}
\end{equation*}
$$

The coefficients $\alpha_{i}^{(m)}$ are determined by (15). It can be easily seen that then we have

$$
\begin{equation*}
\alpha_{i}^{(m)}>\frac{n_{m}}{4} \quad(i=1,2, \ldots ; m=1,2, \ldots) . \tag{16}
\end{equation*}
$$

The form of $\mathfrak{A}_{k}, \psi_{k}$ and the condition $\int \psi_{k}=1$ imply

$$
\begin{equation*}
\mathbb{E}^{\boldsymbol{a}_{k}} \psi_{k}=1 \quad(k=1,2, \ldots) \tag{17}
\end{equation*}
$$

Also we have

$$
\begin{equation*}
\psi_{k} \text { is } \mathfrak{A}_{k-1} \text { measurable, } \tag{18}
\end{equation*}
$$

which can be easily checked.

Let us put

$$
\begin{equation*}
\varphi_{k}=\psi_{1} \psi_{2} \ldots \psi_{k} \tag{19}
\end{equation*}
$$

By (17) and (18), we have

$$
\mathbb{E}^{\mathfrak{A}_{k}} \varphi_{k}=\mathbb{E}^{\mathfrak{A}_{k}}\left(\psi_{1} \ldots \psi_{k}\right)=\mathbb{E}^{\mathfrak{A}_{k}} \psi_{k} \mathbb{E}^{\mathfrak{A}_{k-1}} \psi_{k-1} \ldots \mathbb{E}^{\mathfrak{A}_{2}} \psi_{2} \mathbb{E}^{\mathfrak{A}_{1}} \psi_{1}=1
$$

and

$$
\frac{\varphi_{k+1}}{\mathbb{E}^{\boldsymbol{\alpha}_{k}} \varphi_{k+1}}=\frac{\psi_{1} \ldots \psi_{k} \psi_{k+1}}{\psi_{k+1} \mathbb{E}^{\mathfrak{A}_{k}} \varphi_{k}}=\psi_{1} \ldots \psi_{k}=\varphi_{k}
$$

Thus the conditions (10)-(12) are satisfied. Since the sequence of $\sigma$-fields $\left(\mathfrak{H}_{k}\right)$ is decreasing and the functions $\left(\varphi_{k}\right)$ satisfy $(10)-(12)$, the operators $T_{k}(\cdot)=\varphi_{k} \mathbb{E}^{\mathfrak{A}_{k}}(\cdot)$ form a decreasing sequence of regular p.c.p. operators.

The sequence $\left(n_{m}\right)$ can be fixed in such a way that $P\left(\omega: \varphi_{k}(\omega) \nrightarrow\right)=1$. More exactly, we will show that for a suitable ( $n_{m}, m=1,2, \ldots$ )

$$
\begin{equation*}
\max _{1 \leq i \leq n_{m+1}}\left|\varphi_{n_{1}+\ldots+n_{m}}(\omega)-\varphi_{n_{1}+\ldots+n_{m}+i}(\omega)\right|>1 \tag{20}
\end{equation*}
$$

on the set $Z_{m}=\left\{\omega \in \Omega: \omega_{m+1} \in[0,1 / 2]\right\}, m=1,2, \ldots$.
Obviously, $P\left(Z_{m}\right)=1 / 2$ and the cylinders $Z_{m}$ are independent.
Putting $Z=\lim \sup Z_{m}$, by the Borel-Cantelli Lemma we have $P(Z)=1$, and $\varphi_{n}(\omega)$ does not satisfy the Cauchy condition on $Z$.

The sequence $\left(n_{m}\right)$ will be defined by induction. Let $n_{1}=1$. Assume that we have already fixed $n_{1}, n_{2}, \ldots, n_{m}$ in such a way that (20) holds on the set $Z_{m}$, for $m=1, \ldots, \bar{m}-1$. We put $\beta(\omega)=\min _{\omega} \varphi_{n_{1}+\ldots+n_{m}}(\omega)$. Note that $\beta>0$ a.e. and take $n_{\check{m}+1}$ large enough to have that

$$
\begin{equation*}
\left(\frac{n_{\tilde{m}+1}}{4}-1\right) \beta>1 \quad \text { a.e. } \tag{21}
\end{equation*}
$$

We shall prove (20) for $m=\bar{m}$. Indeed, let us take $\omega_{\bar{m}+1} \in[0,1 / 2]$. In the situation when $\omega_{m+1} \in\left(\frac{n_{m+1}-i}{2 n_{m+1}}, \frac{n_{m+1}-i+1}{2 n_{m+1}}\right)$, we have

$$
\begin{aligned}
& \left|\varphi_{n_{1}+\ldots+n_{m}}(\omega)-\varphi_{n_{1}+\ldots+n_{m}+i}(\omega)\right| \\
& =\varphi_{n_{1}+\ldots+n_{m}}(\omega) \mid 1-\left(\psi_{n_{1}+\ldots+n_{m}+1}(\omega) \psi_{n_{1}+\ldots+n_{m}+2}(\omega) \ldots \psi_{n_{1}+\ldots+n_{m}+i}(\omega) \mid\right. \\
& =\varphi_{n_{1}+\ldots+n_{m}}(\omega)|1-\underbrace{1 \ldots 1}_{(i-1) \text { times }} \alpha_{i}^{\bar{m}+1}|>\beta\left(\alpha_{i}^{\dot{m}+1}-1\right)>1
\end{aligned}
$$

by (16) and (21). Thus (20) holds for $m=\bar{m}$. The proof is completed.

In [11] we described all possible quasi-strong limits of monotone sequences of projections in a Banach space. These limits are always some idempotent operators unbounded, in general. In the case of almost sure convergence, sequences of projections may converge to operators of a very general form. For example the following theorem holds.
10. Theorem [11]. Let $X=L_{2}(\Omega, \mathcal{F}, \mu)$ be a separable Hilbert space such that $0<\mu\left(Z_{n}\right) \rightarrow 0$ for some $\left(Z_{n}\right) \subset \mathcal{F}$. Let $A$ be an unbounded closed and densely defined operator in $X$. Then there exists an increasing sequence $\left(S_{n}\right)$ of finite-dimensional projections in $X$ such that $\left(S_{n}\right)$ converges almost surely to $A$.

Obviously, the projections in the above theorem are not selfadjoint, in general. The situation is drastically different if we want to approximate the operators in $L_{2}$ by the orthogonal projections. As an example let us consider an unbounded positive selfadjoint operator $A$ in $X=(\Omega, \mathcal{F}, \mu)$. Let $A=\int_{0}^{\infty} \lambda e(d \lambda)$ be its spectral representation.
11. Theorem [10, 12]. The following conditions are equivalent
(i) there exists a sequence ( $P_{n}$ ) of orthogonal projections and positive coefficients $\Lambda_{n} \nearrow \infty$, such that $\Lambda_{n} P_{n} \rightarrow A$ a.s.;
(ii) for every $\varepsilon>0$ and $m>0$, there exists a normalized vector $f \in X$ such that $f \in e[m, \infty)(X)$ and $\mu(\omega \in \Omega:|f(\omega)|>\varepsilon)<\varepsilon$.
In condition (i) finite-dimensional projections $P_{n}$ can be taken.
In the last theorem the sequence $\left(P_{n}\right)$ is not monotone.
The proofs of two above results concerning the a.s. approximation of linear operators in $L_{2}$ are based, among others, on the following general theorem.
12. Theorem $[4,6,10]$. Let $\left(A_{n}\right)$ be a sequence of finite dimensional operators acting in $X=L_{2}(\Omega, \mathcal{F}, \mu)$, satisfying condition

$$
\begin{equation*}
\text { there exists }\left(Y_{n}\right) \subset \mathcal{F} \quad \text { with } 0<\mu\left(Y_{n}\right) \rightarrow 0 \tag{*}
\end{equation*}
$$

Assume that $A_{n} \rightarrow A$ in the strong operator topology. Then there exists an increasing sequence $(n(s))$ of indices such that $A_{n(s)} \rightarrow A$ a.s.
Proof. The theorem is in fact a consequence of the existence in $X$ of increasing sequence of finite dimensional orthogonal projections $P_{n}$ tending to 1 strongly and almost surely as $n \rightarrow \infty$. Namely, $B_{n}=A_{n}-P_{n} A \rightarrow$ 0 strongly and $B_{n}$ are finite dimensional. Moreover, one can define, by induction, sequences $n(s) \nearrow \infty, t(s) \nearrow \infty$ satisfying $t(1)=1$ and

$$
\left\|B_{n(s)} P_{t(s)}\right\|<2^{-s}, \quad\left\|B_{n(s)} P_{t(s+1)}^{1}\right\|<2^{-s} .
$$

Then

$$
\begin{aligned}
B_{n(s)} f & =B_{n(s)} P_{t(s)} f+B_{n(s)}\left(P_{t(s+1)}-P_{t(s))}\right) f+B_{n(s)} P_{t(s+1)}^{\perp} f \\
& =\pi_{s}^{(1)}+\pi_{s}^{(2)}+\pi_{s}^{(3)}
\end{aligned}
$$

and

$$
\sum_{s=1}^{\infty}\left\|\pi_{s}^{(1)}\right\|^{2}<\infty, \quad \sum_{s=1}^{\infty}\left\|\pi_{s}^{(3)}\right\|^{2}<\infty, \quad \sum_{n=1}^{\infty}\left\|\pi_{s}^{(2)}\right\|^{2} \leq \max _{n}\left\|B_{n}\right\|^{2}\|f\|^{2}<\infty .
$$

Thus $B_{n(s)} \rightarrow 0$ a.s. Consequently, $A_{n(s)} \rightarrow A$ a.s.
The above theorem can and should be treated as an extension of the following classical theorem of Marcinkiewicz [14].
13. Theorem [14]. Let $\left(\varphi_{n}\right)$ be an orthonormal system in $L_{2}(0,1)$. Put $P_{n}=\sum_{k=1}^{n}\left\langle\cdot, \varphi_{k}\right\rangle$. Then there exists an increasing sequence $n(k)$ such that $P_{n(k)} \rightarrow P$ a.s., $P$ being the strong limit of $P_{n}$.

The proof of Theorem 12 seems to be as short as possible. In comparison with the original proof of Marcinkiewicz [14] and the reasoning of the authors [2], it is much simpler.

It should be stressed here that the assumption in Theorem 12 that the operators $A_{n}$ are finite dimensional cannot be omitted. Namely, one can construct a sequence ( $P_{n}$ ) of orthogonal projections in $L_{2}(0,1)$ increasing to the identity and such that, for any increasing sequence $(n(s))$ of indices, $\left(P_{n(s)}\right)$ does not converge almost surely [5].

The counterexample just mentioned has an interesting implication in the ergodic theory. Namely, there exists a unitary operator $U$ in $L_{2}(0,1)$ such that for every increasing sequence $(n(s))$ of indices, there exists a vector $f \in L_{2}(0,1)$ such that

$$
\frac{1}{n(s)} \sum_{k=1}^{n(s)} U^{k} f \quad \text { does not converge a.s. [5]. }
$$

The assumption on the strong convergence of operators $A_{n}$ in Theorem 12 cannot be replaced by the assumption that $A_{n} \rightarrow A$ weakly. Indeed, let us consider $H=L_{2}(-1,1)$ and put $\varphi=1_{(-1,0)}$, while $\left\{\varphi_{k}\right\}$ is the Rademacher system in $L_{2}(0,1)$. Put $\psi_{k}(x)=\frac{1}{\sqrt{2}}\left(\varphi(x)+\varphi_{k}(x)\right), x \in(-1,1)$ (here $\varphi_{k}$ equals zero outside the interval $(0,1)$ ).

Let $P\left(P_{k}\right.$, resp. $)$ stand for the orthogonal projection onto the space generated by $\varphi\left(\psi_{k}\right.$, resp.), $k=1,2, \ldots$ Obviously, $P_{k} \rightarrow \frac{1}{2} P$ weakly, as $k \rightarrow \infty$.

On the other hand, $P_{k} \varphi=\left(\varphi, \psi_{k}\right) \psi_{k}=\psi_{k} / 2$, that is $\left|\left(P_{k} \varphi\right)(x)\right|=1 / 2$, $x \in(0,1)$, however, $(P \varphi)(x) / 2=0$, for $x \in(0,1)$. Clearly, for every sequence $\left\{P_{n}\right\} \subset \operatorname{Proj}(H), P_{n} \rightarrow A$ a.s. implies $P_{n} \rightarrow A$ weakly. This implies immediately $P_{n} \rightarrow A$ weakly.

It is worth noting here that from Theorem 12 one can deduce the following corollaries.
14. Corollary. If $A_{n} \rightarrow A$ in the strong operator topology for some finite dimensional operators $A_{n}$ in $H$, then one can choose indices $n(s) \nearrow \infty$ in such a way that $A_{n(s)}^{k} \rightarrow A^{k}$ a.s. as $s \rightarrow \infty$, for any $k=1,2, \ldots$.

Proof is given by diagonal method.
15. Corollary [4]. Let $0 \leq A \leq 1$. Then there exists a sequence $\left(P_{n}\right)$ of finite dimensional projections such that $P_{n} \rightarrow A$ a.s.
16. Corollary [12]. Let $A$ be a closed densely defined linear operator in $H$ such that, for some finite dimensional $A_{n}$, we have $\left\|A_{n} f-A f\right\| \rightarrow 0$ for all $f \in \mathcal{D}(A)$. Then $A_{n(s)} \rightarrow A$ a.s., for some increasing sequence $(n(s))$.

Proof. It is enough to consider the operator $B=\int_{[0, \infty)} \min \left(1, \lambda^{-1}\right) e(d \lambda)$, where $e(\cdot)$ is the spectral measure of $|A|$, and apply Theorem 11 to the sequence ( $A_{n} B$ ).
17. Corollary. Let $A$ be a normal (unbounded) operator in $H$. Then there exists a sequence $\left(A_{n}\right)$ of finite dimensional normal operators such that $A_{n}^{k} \rightarrow A^{k}$ a.s. as $n \rightarrow \infty$, for $k \in \mathbf{Z}$.

Proof. It is enough to take $A_{n}=\sum_{s=1}^{n} A_{n s}$ with finite dimensional normal operators $A_{n s}$ converging strongly to $\int_{(s-1 \leq|\lambda|<s)} \lambda e(d \lambda)$ as $n \rightarrow \infty$. Then $\left\|A_{n}^{k} f-A^{k} f\right\| \rightarrow 0$ as $n \rightarrow \infty$, for any $f \in \mathcal{D}\left(A^{k}\right), k \in \mathbf{Z}$, and Corollary 16 can be used.

We conclude with few remarks concerning $\gamma$-mixing sequences of projections.

Let $0<\gamma<1$. A sequence $\left\{P_{n}\right\} \subset \operatorname{Proj}(H)$ is said to be mixing almost surely with the density $\gamma$ if $P_{n} @>$ a.s. $\gg \gamma 1$ i.e. $P_{n} f \rightarrow \gamma f$ a.s., for all $f \in H$. In particular, every mixing a.s. with the density $\gamma$ sequence $\left\{P_{n}\right\}$ is also mixing with the density $\gamma$ in the sense that $P_{n} \rightarrow \gamma 1$ weakly.

Let us remark that $P_{n} \xrightarrow{\text { a.s. }} \gamma 1$ implies $P_{n} f \rightarrow \gamma f$ in $L_{1}(0,1)$ for $f \in H$ (since the functions $f_{n}=P_{n} f$ are uniformly integrable).

Let us remark that there are projections $P_{n}$ such that $P_{n} \rightarrow \gamma 1$ weakly but the sequence $\left\{P_{n}\right\}$ is not mixing almost surely with the density $\gamma$. For example, let $\left\{Z_{n}\right\}$ be a sequence of sets which is strongly mixing in the sense of Renyi [16] and put $P_{n} f=1_{Z_{n}} f$ for $f \in H$. Then $P_{n} f \rightarrow \gamma 1$ weakly but $\left\{P_{n}\right\}$ is not mixing a.s. with the density $\gamma$. Indeed, if the contrary, then we would have, for $f \in L_{\infty}$

$$
\left\|P_{n} f-\gamma f\right\|_{2}^{2} \leq 2\|f\|_{\infty}\left\|P_{n} f-f\right\|_{1} \rightarrow 0
$$

which is impossible since $P_{n} f \rightarrow \gamma f$ strongly in $H$ implies that $\gamma=0$ or 1 .
It is easy to give some examples of sequences $\left\{P_{n}\right\} \subset \operatorname{Proj}(H)$ which are mixing with the density $\gamma$ (i.e. $P_{n} \rightarrow \gamma 1$ weakly) and mixing a.s. with the density $\gamma$.
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